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Skeleton of the Proposed Algorithm Weighted Support Vector Machine Experiments & ResultsIntroduction

High Efficient Video Coding (HEVC) is the latest video coding standard developed by the

Joint Collaborative Team on Video Coding (JCT-VC). Compared with H.264, it improves the

coding efficiency by 50% at the price of significant increase in encoding time, due to Rate

Distortion Optimization (RDO) on large variations of block sizes and prediction modes. In this

work, a new fast intra coding algorithm is proposed to alleviate the high computational complexity

of HEVC intra-frame coding. The proposed algorithm is based on machine learning and Laplacian

Transparent Composite Model (LPTCM). Features called Summation of Binarized Outlier

Coefficient (SBOC) vectors are firstly extracted from original frames by using LPTCM and then

fed into online trained Support Vector Machine (SVM). Two SVMs are combined to predict

Coding Unit (CU) decisions so that the encoding process can be significantly sped up.

Additionally, a performance controller is introduced to ensure the robustness of machine learning

models. It is shown by experiments that, compared with HM 16.3, the proposed algorithm reduces

the encoding time, on average, by 48% with negligible increase in BD-rate.
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• HEVC captures the variation of image content by partitioning an image into different block

sizes via a quad-tree structure. The maximum block size (Coding Tree Unit) is 64 × 64; the

minimum block size (Smallest Transform Unit) is 4 × 4.

• In the standard method, the best Coding Unit (CU) partition mode is selected by exhaustively

searching for the minimum Rate-Distortion (RD) cost:

𝐽𝑅𝐷 = 𝑆𝑆𝐸 + 𝜆 𝑅𝑡𝑜𝑡𝑎𝑙

• Computational complexity on CU size decision can be alleviated by making a prediction for

one of two actions: CU Skip and CU Termination.

• CU Skip (+1): skip all the encoding processes on the current depth by jumping into the next

depth of the quad-tree and directly splitting the CU into four sub-CUs.

• CU Termination (-1): terminate the CU splitting and keep the current CU size as the final

choice.

• Features are extracted by using Laplacian

Transparent Composite Model (LPTCM):
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• Discrete Cosine Transform (DCT) coefficients that are smaller than 𝑦𝑐 will be treated as inlier and

suppressed to 0. DCT coefficients larger than 𝑦𝑐 will be quantized to 1.

• A feature vector is formed by scanning Summation of Binarized Outlier Coefficient (SBOC) map.

• CU with size 𝑁 × 𝑁 will result in a feature vector with 𝑁2/16 dimentions.

• SVM classifier separates data points into different classes by using hyperplanes:

𝐰T𝐱 + b = 0.

• Given training set 𝑆𝑡 = { 𝒙1, 𝑦1 , 𝒙2, 𝑦2 … , (𝒙𝑀 , 𝑦𝑀)}, the hyperplane is trained by solving 

optimization problem:
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subject to 

𝑦𝑖 𝑤
𝑇𝑥𝑖 + 𝑏 ≥ 1 − 𝜉𝑖 , 𝑎𝑛𝑑 𝜉𝑖 ≥ 0 ∀ 𝑥𝑖 , 𝑦𝑖 .

• To classify new data samples

𝑦𝑛𝑒𝑤 = 𝑠𝑖𝑔𝑛 𝒘𝑇𝒙𝑛𝑒𝑤 + 𝑏 .

• 𝑊− > 𝑊+: larger penalty for false positive error, resulting in high precision on CU skip.

• 𝑊+ > 𝑊−: larger penalty for false negative error, resulting in high precision on CU 

termination.

• The full test included 24 test sequences of 6 classes and all sequences were encoded under All-

Intra-Main configuration. 

• Benchmark methods marked with red points are tested on the same machine. Blue points are 

data reported from the respective papers.

• The time reduction is calculated by comparing with the standard HM 16.3 encoder

𝑇𝑖𝑚𝑒 𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =
𝑇𝐻𝑀 − 𝑇𝐹𝑎𝑠𝑡

𝑇𝐻𝑀
× 100% .

• The main version of the proposed algorithm can achieve significant time reduction (overall

48.03%) with negligible increase in BD-rate (0.78%). It compares favorably with other fast

algorithms for HEVC intra coding proposed recently in the literature.

• Shown the advantage of the proposed new feature vector, online training, performance control

and model switching.

• Every 𝑃 frames as one period, which can be set to different value for each depth. Models will

be retrained periodically to ensure the effectiveness of predictions.

• 𝑇 frames for training: collect feature vectors and labels for all CU sizes; train SVM models at

the end of the training stage.

• 𝑉 frames for validation: validate the performance of prediction models; switch off the decision

of some models to avoid significant loss on coding efficiency.

• 𝑃 − 𝑇 − 𝑉 frames for testing: apply prediction models to make decisions on CU partition and

boost the encoding speed. Turn SVMs on or off based on their performances in validation stage.
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