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INTRODUCTION 1
• Despite the success of deep convolution neural net-

works (CNNs) trained on large-scale dataset, large num-
ber of parameters is still a bottleneck since they require
more memory, consumes more power in real-time im-
plementation. To optimize the network, redundant pa-
rameters in the network can be eliminated.

• We define redundancy of CNNs in terms of feature
maps and hypothesis that the redundant feature maps
respond similarly to various classes. Hence, participate
insignificantly in providing discrimination.

• We employed statistical methods to identify and ignore
the feature maps in an ensemble framework as proposed
in our previous work [1] on SoundNet [2] for audio
scene classification.

• The experiment evaluation on DCASE-16 Evaluation
and ESC-50 dataset shows the effectiveness of the pro-
posed approach.

MOTIVATION 2

(a) Feature map 12

(b)  Feature map 29

(c) Feature map 56

(e) Feature map 30

(d)Feature map 13

(f) Feature map 47 (g) Feature map 12 (h) Feature map 29 (i) Feature map 30

(A) Various feature map (B) Distribution of various feature map
(see column-wise)

Shop Hallgare Tubestation Kidgame

EVALUATION FRAMEWORK 5

conv7
layer

pool1
layer

Pruning
Framework

Pruning
Framework

Feature
representation

Feature
representation

conv7
classifier

pool1
classifier

Ensemble
scores &

final
prediction

661501X16 

82678X16

41344X32

2585X64

1293X128
647X256
161X256
81X512

5168X32

41X1024

Input raw audio signal
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CONCLUSION

• The statistical methods are being proposed to identify
and eliminate redundancy in an ensemble framework.

• The method can be used to prune CNNs based on re-
dundant feature maps only.


