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1. Distribution of the NN activation in the BN layer t, — 0 7~ N(Z, 0, O'g) o <1 - Nodes/NN operates in linear mode N —
was analytically derived | | . < o

2. Statistical properties of the BN features were 0,> 1 — Nodes/NN operates in non-linear mode 2o I
empirically studied and compared with analytic pdf Density Estimating for Nodes 25 ot il e e O e

EMPIRICAL STUDIES
_ * Glorot, et al, “Deep Sparse Rectifier Neural Networks”, 2011
DenS|ty of Tanh — 50% negative preacitivaitons — 50% of activations are O

* Our argument: Coincidence of the positive zero (0*)
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3. Sparsity of ReLU was (re-)explained with tanh Activation
4. Post-processing of the BN features through

statistical normalisation for ASR were investigated

EXPERIMENTS: Aurora-4, train by clean/additive E_;_ ATl ] “__@; :: activation with the non-linear operating mode regions
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10 | - (1) Zero mean approximation for Z is reasonable
210 —0.5 0.0 0.5 1.0 (2) o,> 1 ==>> DNN operates in the non-linear mode Experimental Results
o T - -1 7| | T | | (3) Distribution of Z can be easily fitted by a GMM Table 1: WER for Aurora-4 (Kaldi-LDA-MLLT).
J = f(w X) o f(z) —z=1 (Y) = (4) Distribution of Y mayNOT be fitted by a GMM Pont fA 5 il c - )4
% (5) DNN decorrelates the features in the BN layer - (lge 1 ) e
ST - - BN (baseline) | 3.87 | 7.96 | 21.80 | 32.72 | 16.98
_ _ (6) Distribution of Y matches the derived equation
P _|d r£-1 1 B , ,
v (y) i f=—(y)| Pz(f~" (y)) _ — BN+MN 3.64 | 7.66 | 21.02 | 32.20 | 16.13
Density of Sigmoid BN+MVN 4.07 | 8.31 | 20.34 | 33.04 | 16.44
= e o BN+Gauss 4.15 | 8.12 | 20.18 | 32.67 | 16.28
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