
GOAL: An attempt to understand the DNNs from a 
statistical perspective

HOW: Statistical properties of bottleneck (BN) layer 
pre-activations (Z) and activations (Y) are studied
  
  

CONTRIBUTIONS:
    1. Distribution of the NN activation in the BN layer 
was analytically derived
    2. Statistical properties of the BN features were 
empirically studied and compared with analytic pdf
    3. Sparsity of ReLU was (re-)explained
    4. Post-processing of the BN features through 
statistical normalisation for ASR were investigated
 
EXPERIMENTS: Aurora-4, train by clean/additive
    

RESULTS: Up to 2% absolute (9% relative) 
performance gain (WER reduction) was achieved in 
mismatch condition
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Density of Sigmoid
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1. Central Limit Theorem (CLT)

(1) Zero mean approximation for Z is reasonable

(2) σ
z
 > 1 ==>> DNN operates in the non-linear mode

(3) Distribution of Z can be easily fitted by a GMM

(4) Distribution of Y mayNOT be fitted by a GMM

(5) DNN decorrelates the features in the BN layer

(6) Distribution of Y matches the derived equation

σ
z
 < 1 → Nodes/NN operates in linear mode

 

σ
z
 > 1 → Nodes/NN operates in non-linear mode

* Glorot, et al, “Deep Sparse Rectifier Neural Networks”, 2011
    – 50% negative preacitivaitons → 50% of activations are 0
  

* Our argument: Coincidence of the positive zero (0+)  
activation with the non-linear operating mode regions

– Before zero→Blocked; After zero→Linear

2. Prob( z > 0 ) ≈ Prob( z < 0 ) 
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