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2. Modeling the Playing Process with HMM

a) The parameters for HMM: (𝜋𝜋,𝑨𝑨,𝑩𝑩)

3. AHMM Model

Hidden states: = {𝐿𝐿1, 𝐿𝐿2, 𝐿𝐿3},Transition Probability: 𝑝𝑝( ⁄𝑙𝑙𝑡𝑡 𝑙𝑙𝑡𝑡−1,𝑿𝑿1𝑡𝑡−1)
Initial distribution: π = 1,0,0 , Observation Probability: 𝑝𝑝(𝒙𝒙𝑡𝑡/𝑙𝑙𝑡𝑡)

State Sequence: 𝒍𝒍1𝑇𝑇 = 𝑙𝑙1, … 𝑙𝑙𝑡𝑡 , … 𝑙𝑙𝑇𝑇 , 𝑙𝑙𝑡𝑡 ∈ , Observation Sequence: 
𝑿𝑿1𝑇𝑇 = (𝒙𝒙1, …𝒙𝒙𝑡𝑡, …𝒙𝒙𝑇𝑇)

b) Goal: 𝑀𝑀 𝑿𝑿 = argmax
𝒍𝒍

𝑝𝑝(𝒍𝒍/𝑿𝑿)

𝛼𝛼1 = 𝑝𝑝(𝒙𝒙1/𝑙𝑙1)
𝛼𝛼𝑡𝑡 = 𝑝𝑝 ⁄𝒙𝒙𝑡𝑡 𝑙𝑙𝑡𝑡 𝑝𝑝 ⁄𝑙𝑙𝑡𝑡 𝑙𝑙𝑡𝑡−1,𝑿𝑿1𝑡𝑡−1
𝛼𝛼𝑇𝑇 = 𝑝𝑝(𝑿𝑿, 𝒍𝒍)

Recursion:
𝑝𝑝 ⁄𝒍𝒍 𝑿𝑿 =

𝛼𝛼𝑇𝑇
𝑝𝑝 𝑿𝑿

a) Observation probability

AHMM consists of RNN-Encoder and HMM-Decoder, the
QoS parameter sequence 𝑿𝑿 is first fed to RNN-Encoder to get
the observation sequence 𝑶𝑶.

𝑝𝑝 ⁄𝒐𝒐𝑡𝑡 𝑙𝑙𝑡𝑡 = 𝑝𝑝 ⁄𝑙𝑙𝑡𝑡 𝒐𝒐𝑡𝑡 𝑝𝑝 𝒐𝒐𝑡𝑡 /𝑝𝑝 𝑙𝑙𝑡𝑡 , 𝑝𝑝 ⁄𝑙𝑙𝑡𝑡 𝒐𝒐𝑡𝑡 = 𝑔𝑔(𝒐𝒐𝑡𝑡)

b) Attend for transition probability
 Score: 𝑒𝑒𝑡𝑡𝑡𝑡 = 𝑓𝑓1 𝑙𝑙𝑡𝑡−1,𝒐𝒐𝑡𝑡 , 1 ≤ 𝑘𝑘 ≤ 𝑡𝑡 − 1

 Weight: 𝑤𝑤𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑜𝑜𝑓𝑓𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜(𝑒𝑒𝑡𝑡𝑡𝑡)

 Context vector: 𝒄𝒄𝑡𝑡 = ∑𝑡𝑡=1𝑡𝑡−1 𝑤𝑤𝑡𝑡𝑡𝑡𝒐𝒐𝑡𝑡
 Transition probability: 𝑝𝑝 ⁄𝑙𝑙𝑡𝑡 𝑙𝑙𝑡𝑡−1,𝑶𝑶1𝑡𝑡−1 =

𝑓𝑓2 𝑙𝑙𝑡𝑡−1, 𝒄𝒄𝑡𝑡

c) Maximum likelihood training

𝐶𝐶𝑀𝑀𝑀𝑀 𝑆𝑆,𝑀𝑀 = − �
𝑿𝑿,𝒍𝒍 ∈𝑆𝑆

ln 𝑝𝑝 ⁄𝒍𝒍 𝑶𝑶

𝐶𝐶𝑀𝑀𝑀𝑀 𝑆𝑆,𝑀𝑀 = − �
(𝑿𝑿,𝒍𝒍)∈𝑆𝑆

ln(𝛼𝛼𝑇𝑇)

d) Viterbi decoding and output
Given the observation sequence O, find the state
sequence l which is able to maximize 𝑝𝑝( ⁄l O ).

Function 𝑔𝑔 � , 𝑓𝑓1 � , 𝑓𝑓2 � are Multi-Layer Perception (MLP) with a softmax output layer

4. Evaluation 5. Conclusions and Contribution
RNN Encoder: 3 layers, LSTM cell, 96 units per layer
MLP: 1 hidden layer for 𝑔𝑔 � , 𝑓𝑓1 � , 𝑓𝑓2 � with 64 units
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IBD: 5.0s
SD: 6.0s, SF:1

𝐿𝐿1: 0.9435/0.7983
𝐿𝐿2: 0.8653/0.5026
𝐿𝐿3: 0.9029/0.9857

Results:
The reference method
dose not consider
attention mechanism.
Recognition rate for
each state:

AHMM outperforms RNN-HMM by 14.5% to 36.27%

AHMM can be applied to real-time or quasi real-
time scenarios to assess video quality, where
initial buffering delay, the time when stalling
occurs, and the stalling duration can be evaluated.
Contributions:
 We model the playing process of the playback

with HMM from the perspective of network
operators.

 We introduce and modify attention mechanism to
estimate the time varying transition probability
and build AHMM model for training the model
parameters using back propagation algorithm.

Time Varying
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