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Conclusion

In order to tackle with the weakness of convolutional networks in
building up long-range dependencies, in this paper, we
incorporate the self-attention mechanism into the deep
reinforcement learning framework and propose the self-attention
function approximation. This structure can build up relationships
among different regions of the state input effectively with
satisfying computational efficiency. Our experiments illustrate the
effectiveness of the self-attention structure compared with a pure
convolutional structure.

Experiment

Since 𝑥𝑞𝑢𝑒𝑟𝑦, 𝑥𝑘𝑒𝑦, 𝑥𝑣𝑎𝑙𝑢𝑒 are the same, we just use 𝑞 𝑥 , 𝑘 𝑥 , 𝑣 𝑥 to
represent 𝑞 𝑥𝑞𝑢𝑒𝑟𝑦 , 𝑘 𝑥𝑘𝑒𝑦 , 𝑣 𝑥𝑣𝑎𝑙𝑢𝑒 and 𝑠𝑖𝑗 = 𝑞 𝑥𝑖 𝑘(𝑥𝑗). The
output of the self-attention layer has the same size as the input. When
rebuilding the element in the 𝑗th position, 𝑎𝑗,𝑖 indicates how much
attention should be paid to the 𝑖th location.

𝑎𝑗,𝑖 =
exp(𝑠𝑖𝑗)

σ𝑗=1
C×𝐻××𝑊 exp(𝑠𝑖𝑗)

The output element in the 𝑗th position is calculated in the following way.

𝑦𝑗 = ෍

𝑖=1

𝐶×𝐻×𝑊

𝑎𝑗,𝑖𝑣( 𝑥𝑖)

Finally, we multiply the output by a parameterized scalar 𝛽 and add it
back to the input feature map. Then we get the final output 𝑦𝑜𝑢𝑡.

𝑦𝑜𝑢𝑡 = 𝛽𝑦 + 𝑥

Abstract

Reinforcement learning is a framework to make sequential
decisions. The combination with deep neural networks further
improves the ability of this framework. Convolutional neural
networks make it possible to make sequential decisions based on
raw pixels information directly and make reinforcement learning
achieve satisfying performances in series of tasks. However,
convolutional neural networks still have own limitations in
representing geometric patterns and long-term dependencies that
occur consistently in state inputs. To tackle with the limitation, we
propose the self-attention architecture to augment the original
network. It provides a better balance between ability to model
long-range dependencies and computational efficiency.
Experiments on Atari games illustrate that self-attention structure
is significantly effective for function approximation in deep
reinforcement learning.

Reinforcement Learning Formulation

In reinforcement learning, the policy 𝜋(𝑎|𝑠) was represented by a
machine learning module. In deep reinforcement learning, this machine
learning module is a neural network. State value function and action
value function are also represented by machine learning modules (e.g.
convolutional neural network) to guide the policy to update itself
towards a right direction. Functions 𝜋(𝑎|𝑠), 𝑉(𝑠) and 𝑄(𝑠, 𝑎) need to
be approximated by proper machine learning modules.

The Proposed Model

The input pixel image is first processed by several convolution
layers and transformed into image features 𝑥 ∈ 𝑅𝐶×𝐻×𝑊 where 𝐶
means ‘channel’, 𝐻 means ‘height’ and 𝑊 means ‘width’. 𝑥𝑖
represents the element in 𝑖th position among all the 𝐶 × 𝐻 ×𝑊
positions. The input 𝑥 is duplicated into 3 copies which are query
𝑥𝑞𝑢𝑒𝑟𝑦, key 𝑥𝑘𝑒𝑦 and value 𝑥𝑣𝑎𝑙𝑢𝑒.Then we do transformation

and get 𝑞 𝑥𝑞𝑢𝑒𝑟𝑦 = 𝑊𝑞𝑢𝑒𝑟𝑦𝑥𝑞𝑢𝑒𝑟𝑦 , 𝑘 𝑥𝑘𝑒𝑦 = 𝑊𝑘𝑒𝑦𝑥𝑘𝑒𝑦 ,

𝑣 𝑥𝑣𝑎𝑙𝑢𝑒 = 𝑊𝑣𝑎𝑙𝑢𝑒𝑥𝑣𝑎𝑙𝑢𝑒 separately. The metric 𝑊𝑞𝑢𝑒𝑟𝑦, 𝑊𝑘𝑒𝑦

and 𝑊𝑣𝑎𝑙𝑢𝑒 are the network parameters to be learned.


