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Overview

_ q);lgm
_ o _ _ - The MVDR-BF w,,, = g 1g « To allow for a smooth estimate of the speech power
. Mult{ple—spe.:aker d_lrectlon of arrival (DOA) tracking - MVDR output power: |3, \ivpr(E)|> = |wliz(t)|? spectral density (PSD), we introduce time-dependency
algorithm using microphone array based on the - The PSD of the noise: ¢, = —rz between frames, i.e. ¢,(t) depends on a set of frames
recursive EM (REM) paradigm proposed by Cappé IR - - AN .
aencdu I\S/;\ciilines = Using F-N factorization, and several algebraic steps: = The (smooth) time-variations of the speech PSD will be _ _ 25 5 a5 4
| naturally obtained by the recursive nature of the e
- Using the Fisher-Neyman factorization, the scalar N(z(1),0, Pz n(t)) = Tinlt; dsm(l))G(E) algorith?/n y [ [Zo—froposed = O “MUSIL ~ @ Schwartz 2014
outputs of the minimum variance distortionless . N (z(t),0, ) is independent of m
iisponfs;.e .(I\/It\/liRt).—i).eanormsr (I?F) atrﬁ shown tc; be T (8) — 1 - SNR%i(t)SNR%)St(t)
e sufficient statistics for estimating the parameters m\U; Ps,m I+ SNRI' (1) I+ SNRI' (1)

= Applying batch EM with this assumption would vyield:

50 (4) = 2t A D) [8marvor(t)]]
(bs,m( ) o Zt/ Cz\%_l)(t/) (bv,m
SNRPY(t) = Gamlt) SNRP®'(¢) = S anvor(8)] = Use the Cappé-Moulines variant of the recursive EM for SNR [dB]

i §bv,m ¢U’m ; . .
Problem formulation « Ty,(t) is a likelihood ratio test (LRT) to determine online parameter estimation:

. L . Figure: The area under the ROC curve (AUC). Simulated two moving
whether the m-th candidate direction is dominated by QR(t3 9) — ( _ V)QR(tQ 9) T ’VQ(H‘H(t _ 1)) sources. Detection in the range around the true DOA is considered true

the signal or the noise - The E-step: posi’;ive. Resultsi averaged over 30 Monte-Carlo trials. One trial depicted
on the top panel.

M : Number of DOA
candidates ) )
S, . mth speech candidate D5 (t) 3 (t) - Ut — )Tt dsm(t — 1))
v : Additive noise " S Om(t — D) Ton(t: dspn(t — 1)) Experimental Study: LOCATA Challenge

g, . steering vector of the > S smarpr D12

« The recursive M-step:

& o O mth candidate
z : Mixed signal - Mn(t) = (1 —3)nm(t — 1)
d,, : Indicator for the active Em(t) = (1 —7)&m(t — 1)
speaker z(t) - Observed FOURISNKAGWH o, - Unknown

Z(tv k) — Z dm(ta k)gm(k)sm(ta k) T V(tv k)

m=1

Batch EM algorith A
Statistical Model Ao a'sonthm Gsm(t, k) =

S = Define d,,(t, k) as the hidden data set - Smoothness control by ~
« Speech and noise distribution: . The E-step: 6 8 10 12 14 16 18 20 22

Time [s]

V(t]; k) 7\/‘./\/' (V(t,:),(;), q)v(k))k CZ(E—I)(t) B 12%_1>Tm(t; ggglj;bl)(t))% Batch EM Recursive EM (a Si(r;gle speaker. Proposed (top) and MUSIC (bottom)
Sm<t7 ) ~ (Sm<t7 )7 7¢S,m(t7 )) m Zm 12%_1)Tm(t, égj;ll)(t))%

= | he observation vectors are distributed as a mixture of = , N _
M Gaussians: : %gf )~ Prior probability of the mth candidate

« T(t; ngﬁ;U(t)) - Is the m-th direction dominated by
P(z(t, k) = > ¥ N(z(t k),0,D,.,(t, k)) either speech signal or noise?
= The M-step:

DOA [Deg]|

DOA [Deg]|

where:

DOA [Deg]

. At E
Oyt k) = (B (K)psm(t, k) + Py (k) S = Dtk Tm. K( k)

= ¢sm(t, k) and 1), are the unknown parameters &S,m(t, k) = |Smavpr(t, lc)|2 — Du.mlk). TR e T

= Distribution of the entire observation set: — A priori and a posteriori SNRs are related: (b) Two speakers. Proposed (top) and MUSIC (bottom)

M .
P(z;0) =[] D_ vuN(z(t, k), 0, D, (t, k) SNR}, () = SNRJ™(t) — 1 Summary

bk m=1 . Equivalent LRT:
« The maximum likelihood (ML) problem:

6 = argmaxlog P(z; 0) Ton(t; @5.m(1))
0

v/ A computationally efficient tracking algorithm based
on Cappé- Moulines REM
v' Set of MVDR outputs as features

v/ High tracking capabilities, compared with baseline
methods
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