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Abstract
In this paper, we propose a novel view-invariant action recognition method

using a single monocular RGB camera. View-invariance remains a very

challenging topic in 2D action recognition due to the lack of 3D

information in RGB images. Most successful approaches make use of the

concept of knowledge transfer by projecting 3D synthetic data to multiple

viewpoints. Instead of relying on knowledge transfer, we propose to

augment the RGB data by a third dimension by means of 3D skeleton

estimation from 2D images using a CNN-based pose estimator. In order to

ensure view-invariance, a pre-processing for alignment is applied followed

by data expansion as a way for denoising. Finally, a Long-Short Term

Memory (LSTM) architecture is used to model the temporal dependency

between skeletons.

Results
Northwestern-UCLA Multiview Action 3D Dataset [2]: 

• 3 modalities: RGB, depth and 3D skeleton

• 10 actions 

• 10 subjects with 1 to 6 repetitions

• 3 different camera viewpoints

{Source} | {Target} {1,2} | 3 {1,3} | 2 {2,3} | 1 Mean

nCTE [3] 68.8 68.3 52.1 63.0

NKTM [4] 75.8 73.3 59.1 69.4

R-NKTM [5] 78.1 - - -

VE-LSTM (proposed) 87.2 82.1 70.4 79.9

Conclusion
We proposed a novel view-invariant action recognition approach using a

single RGB camera via 3D human pose estimation. Subsequently, an

LSTM based network is proposed in order to estimate the temporal

dependency between noisy skeleton pose estimates. To that end, we

proposed two main components:

1) a feed-forward network for expanding the data to a high-

dimensional space;

2) a multi-layer LSTM for modelling the temporal dependency.

As future work, we intend to investigate in more detail the noise

introduced by the estimated skeletons over time, as well as the impact

of adding challenging viewpoints.
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Method Accuracy (%)

No expansion + LSTM 79.9

Expansion + LSTM 83.4

Method Accuracy (%)

Expansion + LSTM 83.4

VNect + Expansion + LSTM (VE-LSTM) 87.2

Table 1 - Comparison with state-of-the-art (%) – RGB-based approaches

Table 2 - No expansion vs. Expansion unit

Table 3 - RGB-D-based 3D skeletons vs. CNN-based 3D skeletons
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Proposed Approach
1. 3D Human Pose Estimation From RGB Images

We use VNect [1] approach as 𝑔(⋅) to estimate the 3D skeleton with 

𝐽 joints, such that

𝑋𝑝 = 𝑔 𝑉𝑝 , where 𝑋𝑝 = 𝐱𝑝,1, ⋯ , 𝐱𝑝,𝑁 , with 𝐱𝑝,𝑖 ∈ ℝ3𝐽 ∀ 𝑖 = 1,⋯ ,𝑁.

2. Data Alignment

Given two 3D skeletons from different viewpoints 𝐱𝑝,𝑖 and 𝐱𝑞,𝑖, the 

goal is to estimate 𝐑 by

arg min
𝐑

𝐱𝑝,𝑖 − 𝐑𝐱𝑞,𝑖 2

2
, having a closed−form solution:

෩𝐑 = VU𝑇, where UΣV𝑇 = 𝐱𝑝,𝑖𝐱𝑞,𝑖
𝑇 .

3. Pose Sequence Modelling

Network weights W =
We

Wd
and bias vector 𝐛 =

𝐛𝑒
𝐛𝑑

are learned 

together, where W𝑒 and 𝐛𝑒 are the weights and bias learned in the 

expansion unit, while W𝑑 and 𝐛𝑑 are learned in the LSTM block.

 Data Expansion

𝐱 = tanh W𝑒𝐱 + 𝐛𝑒 ,
W𝑒: 𝑘 × 3𝐽 matrix with 𝑘 ≫ 3𝐽;                    𝐛𝑒: bias vector ∈ ℝ𝑘.

 Temporal Modeling and Action Labeling

ℎ𝑖
𝐿 = LSTM 𝐱𝑖 , then

෨𝜓 = arg max
𝜓 ∈Ψ

(tanh(W𝑑ℎ𝑛
𝐿 + 𝐛𝑑)) ,

𝑛: index of the last pose estimate;     𝐿: index of the last LSTM layer;

෨𝜓: predicted action label.

Figure 1 – Overview of the proposed approach

Problem Definition
Given two sets of RGB images of different viewpoints from the same action 

𝑉𝑝 = {𝐼𝑝,1, ⋯ , 𝐼𝑝,𝑁} and 𝑉𝑞 = {𝐼𝑞,1, ⋯ , 𝐼𝑞,𝑁}, the goal is to estimate 𝑓(⋅) such 

that we achieve view-invariance action recognition,

𝑓 𝑉𝑝 = 𝑓 𝑉𝑞 = 𝜓.

𝑓 ⋅ maps a set of RGB images 𝑉𝑝 to its label 𝜓 (human action),

𝑓:ℝM×T → Ψ = 1,⋯ , 𝑙 ,

𝑉𝑝 → 𝜓,where M is the image dimention and T temporal information.

Considering two arbitrary viewpoints 𝑉𝑝 and 𝑉𝑞, 𝑝 ≠ 𝑞, 𝑓(⋅) is said to be 

view-invariant if and only if

𝑓 𝑉𝑝 = 𝑓 𝑉𝑞 = 𝜓.
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