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Foreground Definition Performance on public/in-house dataset

» Speech foreground (FG) detector designed for a wearable > Foreground Speech: Speech from person of interest (POI) Table : Performance evaluation of different models: Test accuracy
audio recording here POl is the person wearing audio badge (%), Precision, Recall, EER(Equal error rate), F1(F1 score)

ICSI SMC
Model Test acc. (%) | Precision Recall EER
FC-DNN 75.1 87.0 3.6 48.5
VGG slim [2] 87.1 24.6 94.5 50.6
VGG slimmer 90.4 46.0 85.1 27.0

fine-tuning results
VGG slimmer - 81.2 76.9 18.6

Use case for foreground activity

Do speaking estimates explain positive and negative
affect?
Linear Mixed Effects model with positive/negative affect as
outcome
» Null model :
* subject as a fixed effect
“#’_ « controlling for gender
» Alternate model : Foreground Activity (FGA) as an
additional variable
"’ —_— l Output : regions where POI spoke  For positive affect: LME with FGA performed better than
the null model (x2= 7.5, p < 0.05)
* For negative affect. LME with FGA did not perform better
than the null model (x2 = 1.4, p > 0.05)

person wearing close talk mic (person of interest — POI)
, > A foreground speech detector with no a priori knowledge of
Datasets Network Architecture ° : P v

speaker characteristics was designed using a limited set of
> |CSI - Public audio dataset [3] > VGG-slim [2], state of the art CNN audio features
a generic, multi-party meetings based corpus architecture for audio event detection

> Vs S h Activity Detector : A h (includi talk
Data collected using “privacy-preserving” audio-badges [1] vs Speech Activity Detector : Any speech (including cross talk)

Designed for a sensitive environment Training/fine-tuning

- no raw audio, limited audio features > Trained on class balanced ICSI corpus
- no a priori information on speaker characteristics > Validate/test/fine tune on in-house dataset

(unseen speaker k-fold)

> Features: 14 MFCCs (+first, second deltas), pitch, intensity,
loudness, voicing probability, RMS energy, zero crossing rate
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Audio badge cross talk captured by the device

(mic)

Conv2D(64), Maxpool, Dropout(0.2)

> One use case of speaking activity estimates derived from
foreground activity elaborated

Conv2D(128), Maxpool, Dropout(0.2)

> SMC - In house data collected using [1] > Modified VGG-slim arch:
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