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● Drugs: chemical compounds
Targets: Amino-acid sequences/proteins

● The interactions of some (a subset) drugs on some 
(a subset) targets are known through wet-lab 
experiments

● There is a need to complement wet lab 
experiments by computational means to narrow 
down the search space for experimental verification. 

● Interactions can be predicted from: known 
drug-target interaction network, similarities over 
drugs and those over targets (optional)

MOTIVATION
● In [1], it was experimentally shown that 

matrix factorization-based techniques (where 
data matrix is factorized into 2 matrices) 
yield by far the best results. 

● Deep learning has been successful in solving 
various Machine learning problems. 

OBJECTIVE FUNCTION

LAGRANGIAN BASED FORMULATION

▪ This is the first work that shows how the drug target 
interaction can be decomposed into more than two factors 
and estimated via the product of individual factors.

▪ When the associated biological metadata of the drugs/targets 
is not available, our method yields the best possible results .

▪ The algorithm can be extended to other applications (CF, 
scRNA-seq imputation, etc) and can be modified to 
incorporate biological metadata associated with the drugs 
and targets. 
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Algorithm

● Evaluation metrics: AUC and AUPR

● Train:Test = 70:30% (done 10 times and average reported) 

● On one hand, going deeper improves abstraction of the latent factors but on the 
other hand, the number of parameters to learn also increases. Owing to the second 
fact, over-fitting sets in, the algorithm fails to generalize on the unseen data
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