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Abstract
We propose an online approach to the singing voice separation problem.
Based on a combination of one-dimensional convolutional layers along the
frequency axis and recurrent layers to enforce temporal coherency, state-of-
the-art performance is achieved. The concept of using deep features in the
loss function to guide training and improve the model’s performance is also
investigated.

Problem Statement
Let the singing voice, background music, and input mixture stereo magnitude
spectrograms at time-frame t be given by Vt, Bt and Xt respectively. We
define the task of online singing voice separation as finding the time-varying
masks MVt

and MBt
such that:

V̂t = MVt
�Xt (1)

B̂t = MBt �Xt (2)

We aim to train a single neural network to compute the two time-varying
masks, so that (MVt ,MBt) = f (Xt,ht−1) where ht−1 contains information
about the past time-frames, akin to a hidden state.

In order to avoid defining explicitly what the target masks should be
during training, we define the spectrogram reconstruction loss function as [1]

LR =
1

T

T∑
t=1

(‖Vt −MVt
�Xt‖1 + ‖Bt −MBt

�Xt‖1) (3)

Online Recurrent U-Net
A modified U-Net architecture [2] is used, with one-dimensional convolutional
layers computing feature maps along the frequency axis only.

Conv1D k4s1 Conv1D k4s2 Conv1D k3s1

NN Interpolation Conv1D k2s1 Conv1D k1s1

To enforce temporal coherency between successive time-frames, recurrent
layers are used in the bottleneck.
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Training with Deep Feature Losses
We train a separate CNN to be used as a loss network [3], and incorporate
the computed deep features in the objective function. Akin to student-teacher
models, we use as our loss network a U-Net [2] trained on the same source
separation task. The 2-D convolutions of the loss network can thus steer the
GRU layers of the OR-U-Net towards learning to respect meaningful temporal
patterns at different scales.

Let φi(Z) be the feature maps at the output of the ith layer of the loss
network for an input Z. We define the feature loss at the ith layer as

Lφi
=
∥∥∥φi(V)− φi(V̂)

∥∥∥
1
+
∥∥∥φi(B)− φi(B̂)

∥∥∥
1

(4)

where the L1 norm is computed as the mean absolute value of the array
elements. The total loss used during training is therefore

L = w0LR +
N∑
i=1

wiLφi
(5)

with N the total number of deep features to use in the loss function.

Evaluation
Four methods are compared on the singing voice separation task:

• LSTM A network architecture inspired by [4] with 3 LSTM layers of 256 units
and a final fully-connected layer, serving as a baseline method.

• U-Net The adapted U-Net architecture [2] used as a feature loss network.
Does not treat the task in an online manner.

• OR-U-Net The proposed Online Recurrent U-Net trained using the L1 cost
function (3).

• OR-U-Netdf The proposed Online Recurrent U-Net trained using the deep
feature losses cost function (5) with N = 4 deep features and the decreas-
ing weight strategy wi = N − i+ 1, normalized so that

∑N
i=0 wi = 1.

To train all models, we used the 50 songs of the DSD100 training set, 50 songs
from the MedleyDB database and 30 songs from the CCMixter database. Out
of the total 130 songs, 20 were randomly assigned to the validation set. All
methods are evaluated on the 50 songs of the test set of DSD100, using
the masks directly at the output of each network without any post-processing
applied.

Vocals Background
Method SDR SIR SAR SDR SIR SAR
LSTM 2.83 6.89 6.02 9.48 12.39 12.99
U-Net 3.21 8.34 5.86 9.81 13.42 12.98
OR-U-Net 3.14 7.41 6.20 9.87 13.25 12.99
OR-U-Netdf 3.70 9.52 5.80 9.65 11.84 14.16

The proposed OR-U-Net model trained without deep feature losses achieves
performance on a par with the U-Net and stronger performance than the base-
line LSTM online model on all criteria. The OR-U-Netdf model achieves best
SDR and SIR overall performance on the vocals separation task, with higher
scores than both the base OR-U-Net model and the U-Net loss network used
for its training.


