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- Creating Synthetic data for transfer learning

Abstract

- Bidirectional LSTM was used to solve vanishing gradient problem

t-SNE analysis of the five best and five worst classes based on AUC.

1. Choose 20 classes of events based on [1] (Wrong labels are denoted by red)

2. Download three different kinds of public audio for each class from
Freesound and Youtube

3. Obtain the overall mean and standard deviation of all the downloaded
audio

4. Randomly select 1~3 classes to be synthesized.

5. Randomly select the length and position of audio for each class

6. Normalize by multiplying the Gaussian random value

1. Top classes lead to better clustering results than bottom classes.
- Our own 20 classes synthetic dataset was created
2. A combination of forward and backward learning is necessary as the

- Transfer learning with synthetic dataset two types of learning are complementary.

- Transfer learning

Proposed method

pre-CRNN
- Model
Input of our model is mel spectrogram with fixed length. Our model is
basically CBRNN

Analysis
CBRNN
- Forward and backward learning

Combining forward and tI-CBRNN

backward LSTM in CBRNN
solves the gradient vanish-
ing problem.
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The average learning speed of pre-CRNN was slowest (1,670 steps),
followed by CBRNN (635 steps) and tI-CBRNN (465 steps). The con-
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vergence speed was measured from the convergence step at which

LSTMCdl test loss occurred.
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Results

: : TUT-SED 2016 TUT-SED Synthetic 2016
v, | Method F1 ER Fl ER
CRNN [2] 275426  098+0.04 | 664+04  0.45+0.0
pre-CRNN 269439  0.83+0.03 | 392421  0.69+0.14
v s oy - o O Pecplevaling CBRNN 49.9+5.8 0.61+0.06 70.7+0.6 0.40+0.01
o et oo : tl-CBRNN 559+1.9  0.56+0.03 | 74.0+05  0.36+0.01

(a) True labels of the top five classes according to t-SNE. (b) Predicted labels of the top five classes according to t-SNE.

tI-CBRNN model performed best for the TUT-SED 2016 and TUT-SED

1. Qutputs of forward and backward LSTM were merged into a simple
concatenate vector

Synthetic 2016 datasets.

2. CBRNN model was pre-trained with an artificially synthesized dataset
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