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We have presented a novel approach for acoustic novelty detection:
● End-to-end and highly unsupervised 
● Highly automatic
● Robust to noise

Future work could involve applying this model to more complex signals, e.g. underwater acoustic signals which depict even greater variabilities. The 
impact of the threshold is also being studied to obtain better threshold selection rule.
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 Conclusion and Future work

Associated code
Python code available at:
https://github.com/dnguyengithub/AudioNovelty
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We adapt Recurrent Neural Networks with Stochastic Layers, which are the state-of-the-art for generating text, music and speech, to the problem of acoustic novelty detection.  By integrating uncertainty into the hidden 
states, this type of network is able to learn the distribution of complex sequences.  Because the learned distribution can be calculated explicitly in terms of probability, we can evaluate how likely an observation is then 
detect low-probability events as novel. The model is robust, highly unsupervised, end-to-end and requires minimum preprocessing, feature engineering or hyperparameter tuning. An experiment on a benchmark dataset 
shows that our model outperforms the state-of-the-art acoustic novelty detectors.

Abstract

Dataset: We tested our model on the same dataset used in [1] and [2], which is part of the PASCAL CHiME speech separation and recognition 
challenge dataset. The original dataset contains  in-home environment recordings with two children and two adults performing common activities, such
as talking, eating, playing and watching television.  Abnormal sounds (alarms, falls, breakages of objects, screams) were added digitally.

Experiments and Results 

Robustness test

TABLE 2: Robustness test.

FIGURE 1: False detections because  adjacent events are merged 
together (top) and miss detection because the tail of the sound is 
gradually submerged in the background (bottom).
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Detection result

TABLE 1: Detection result, in comparison with state-of-the-art 
methods. 

Decision rule

 Proposed model

Objective: to detect novel/rare events in acoustic 
recording.
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