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⋆⋆⋆ New distributed algorithm for minimizing a sum of non-

necessarily differentiable convex functions composed with arbi-

trary linear operators.

✔ Hypergraph structure modeling communication with com-

puting units,

✔ Primal-dual splitting strategy with established convergence

guarantees,

✔ Use of modern parallel architecture,

✔ Application to video restoration Significant speedup.

Let G a proper lower-semicontinuous convex functions from R
N

to ] −∞,+∞] and x̃ a given point of RN . We aim at computing

the proximity operator of G at x̃:

Find x̃ = argmin
x∈RN

G(x) +
1

2
‖x− x̃‖2,

= proxG(x̃).

We focus on functions G with the form:

(∀x ∈ R
N) G(x) =

∑J
j=1 gj(Ajx)

•For every j ∈ {1, . . . , J}, gj : R
Mj →] − ∞,+∞] is a proper

lower-semicontinuous, possibly nonsmooth, convex function,

•Aj is a real-valued matrix of dimension Mj ×N ,

•
⋂J

j=1 dom (gj ◦ Aj) is nonempty.

MINIMIZATION PROBLEM

Primal-dual splitting methods:

•Minimization of non smooth convex functions, with established

convergence guarantees

•Well suited to functions composed with large-size linear opera-

tors (no inversion required)

•Recently combined with block-coordinate approaches, leading

to fast convergence speed.

Challenge: Available algorithms rely on a centralized implemen-

tation Unsuitable for dealing with massive datasets.

PROBLEM FORMULATION

Consensus formulation:

Replace the global variable x by a collection of vectors (xj)16j6J ,

and ensure the coupling through Λ, a vector subspace of RNJ .

argmin
x=(xj)16j6J∈Λ

∑J
j=1 gj(Ajx

j) + 1
2

∑J
j=1ωj‖x

j − x̃‖2

with (ωj)16j6J ∈]0, 1]J such that
∑J

j=1ωj = 1.

Hypergraph structure:

•Local nodes j ∈ {1, . . . , J} associated with gj, processing their

own private data.

•Communication only allowed between nodes belonging to the

same group Vℓ with ℓ ∈ {1, . . . , L}.

 Decomposition of Λ into (Λℓ)16ℓ6L such that:

x ∈ Λ ⇔ (∀ℓ ∈ {1, . . . , L}) (xj)j∈Vℓ
∈ Λℓ.

Distributed implementation:

For every j ∈ {1, . . . , J}, assume that:

(
∀xj = ([xj]t)16t6T ∈ R

N
)

Ajx
j =

∑
t∈Tj

Aj,t[x
j]t

with [xj]t a block of data of dimension L, T the overall number

of blocks (i.e., N = TL), and Tj ⊂ {1, . . . , T} the reduced index

subset of the components of vector xj acting on the operator Aj.

Then, the initial problem is equivalent to minimizing:

∑J
j=1 gj

(∑
t∈Tj

Aj,t[x
j]t

)
+ 1

2

∑J
j=1

∑
t∈Tj

ωj,t

∥∥[xj]t−[x̃]t
∥∥2

Minimization method:

 Dual forward-backward algorithm, accelerated by a variable

metric strategy.

At each iteration n ∈ N, an index jn ∈ {1, . . . , J + L} is selected:

• If jn 6 J , local optimization step on function gjn.

• If jn > J , synchronization step, averaging operation within the

nodes j ∈ Vjn−J .

⇒ Convergence of the sequence of iterates to the solution.

PROPOSED METHOD

Problem statement:

Restoration of an original video sequence with T frames, and L

pixels per frame, corrupted by zero-mean white Gaussian noise.

 Minimization of a penalized least squares function, with sev-

eral regularization terms (gt◦At)16t6T (TV, range constraint, tem-

poral regularization).

Implementation:

Implemented in the Julia langage with Message Passing Interface

Tests performed on Intel E5 v4 multi-core architecture with C = 24 cores.
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Foreman Claire Irene

348× 284× 72 300× 278× 32 352× 288× 72

EXPERIMENTAL RESULTS


