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1. Introduction 5. Simulations

• Monte Carlo (MC) methods and variational inference (VI) are 
the two main approaches used to approximate Bayesian 
posterior distributions.

• Each approach has its own challenges:
• MC – scalability to complex systems.
• VI – accuracy of the variational approximation.

• Goal: To apply robust techniques in stochastic optimization 
to scale adaptive importance sampling (AIS) methods for 
inference in high-dimensional probabilistic models. 

4. Proposed Methodology

2. Problem Formulation

6. Conclusions

3. Algorithm Summary

• Given a set of i.i.d. observations                                   , where 
each                , we would like find the posterior probability of 
x given the observations:

• The normalizing constant p(y) is unknown and can be 
estimated using importance sampling:

• We want to learn the best proposal,            , by minimizing 
the variance of        with respect to the parameters   .          

• The optimization problem we would like to solve is:

• For example,          could be chosen as to minimize a 
monotonic transformation of the Rényi divergence:

• The gradient of          is given as: 

• Consider that                                             , where     and     
denote the weight and parameters of the 𝑘th mixand. Then, 
the gradient of          with respect to     is given by:

• If there exists a function                such that

then the gradient                can alternatively be written as:

Example: Location parameters of a Gaussian mixture for AIS
• Let                                                       . We derive an expression 

for the stochastic gradient                                     as follows: 

where                                                             .  
• Choosing            minimizes the variance of       .                    

(1)

Proposition: Let                 be a member of the exponential 
family of probability distributions. Then,              exists and 
is given by

where                                                                        Then, 
the gradient                can be expressed according to (1).                                                         
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• Our goal is to approximate the following target in       :

• Goal: Estimate the normalizing constant                      and the 
target mean                                     .  

• We used our method to adapt the location parameters of a 
mixture of Gaussians as in (2). We set                    .

• Initial and final proposal of the APIS method:

• Initial and final proposal of the proposed method:

(2)

Table 1: MSE in the estimation of           . Table 2: MSE in the estimation of    . 
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• We proposed a novel adaptation scheme for AIS samplers 
that explicitly optimizes a mixture’s parameters by means of 
deterministic mixture sampling. 

• The results of the numerical experiment showed that the 
proposed method outperforms other AIS samplers when 
dealing with high-dimensional target distributions.


