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Context and Motivations

• Embed high complexity algorithms on over-constrained platforms
• Memory, energy, computation time constraints

• Approximate computing (ACx) trades-off quality and cost
• Data level ACx: Fixed-point arithmetic

Objectives

• Fixed-point refinement process
• NP-hard optimization problem

min(C (w)) subject to P (w) < Pm

• C: implementation cost
• w: word-length vector
• P(w): noise power for word-lengths w
• Pm: noise power constraint

• Challenge : accuracy evaluation
• Noise power P (w) evaluation
• Simulation-based methods with a fixed number of samples

[105;1012]

Quantization noise power characterization

• Quantization noise power P = E [e2
x]

• Error distance ex =
∣∣xQ −x∞

∣∣
• xQ: application output with fixed-point data types
• x∞: application output with floating-point data types

• Mean and standard deviation estimators
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• Inferential statistics
• Confidence interval ICµe2
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• Minimal number of samples to simulate for a desired accuracy
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where e2
x,i is the squared Error Distance of the ith stimuli

on a sample I of size N .
To estimate the real value of P , the empirical mean µe2

x
, a

punctual estimator of the expected value of the squared error
distances P is used. That is to say, µe2

x
is an estimation of

P = E[e2
x] computed over a subset of I. µe2

x
is used to com-

pute the theoretical number of samples NP to simulate to get
an estimation according to the constraints (h, p). To estimate
NP , the standard deviation of the squared error distances is
also required. The empirical mean µe2

x
and the empirical stan-

dard deviation S̃2, a biased estimator of the standard deviation
�e, are computed over T  N samples as:
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The estimators µe2
x

and S̃2 are associated to confidence
intervals ICµe2

x
and IC�e2

x
respectively, defined such that they

include µe2
x

and �e2
x

with a probability p. Then, according
to the Central Limit Theorem [?], since (y1, y2, ..., yT ) =
(e2

1, e
2
2, ..., e

2
T ) are belonging to the same probability set, are

independent and identically distributed, Equation ?? is veri-
fied if the number of samples NP is higher than 30. No as-
sumption has to be made on the distribution of the population.
In Equation ??, N (0,�e2

x
) represents a gaussian distribution

whose mean is 0 and standard deviation is �e2
x
.
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The confidence interval ICp
µe2

x

is developed in Equation ??
and contains µe2

x
with a probability p. The term a↵

µe2
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em-
bodies the accuracy on the estimation and is computed as in
Equation ??. z↵(p) is given by the table of the standard nor-
mal distribution given p, and ↵ = 1 � p. NP is the minimal
number of samples to simulate to get an estimation respecting
the constraints (h, p).
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The desired accuracy h on the estimation of the noise
power impacts the number of samples to simulate as ex-
pressed in Equation ??. To get a desired accuracy of h, a↵

µe2
x

must be less than or equal to h.
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Algorithm ?? presents the computation of NP with the
described method. The population of the squared error dis-
tances, on which inferential statistics are applied is the set
E = {e2

x,i/i 2 I}. To sample the population E , a random
sampling method is used. To converge towards the minimal
number of samples to simulate, a refreshment period T � 30
is used. Every T samples, the punctual estimators µe2

x
and

S̃2 are computed to estimate the number of simulations NP

to compute P with the confidence constraints (h, p).

Algorithm 1 Proposed Computation of NP

procedure COMPUTENP (E , h, p, T )
E  ;
n 0
repeat

(e2
n, .., e2

n+T ) sampling(E , T )
E  E

S
(e2

n, .., e2
n+T )

µe2
x
 computeMean(E, n + T ) . Equation ??

S̃2  computeSD(E, n + T, µe2
x
) . Equation ??

NP  computeN(S̃2, h) . Equation ??
n n + T

until n � NP

return NP

end procedure

3. EXPERIMENTAL STUDY

In this section, the proposed characterization method is evalu-
ated on several elementary blocks of signal processing appli-
cations. The convergence of the estimated intervals towards
the accurate value of P is demonstrated with a 64th order Fi-
nite Impulse Response (FIR) filter converted to 16-bit fixed-
point coding. Then, the approach is applied to two different
types of quantization. The proposed method does not depend
on the complexity of the implemented application but on the
distribution of the noise power. For the different elementary
blocks presented, the considered block is implemented in C++
both in floating-point and fixed-point using SystemC [?] dy-
namic data-types. The accuracy of estimation has been mea-
sured by computing the relative error between the mean es-
timated noise power, and the accurate noise power computed
over all the input samples in I. The size of the input set I
is set up to 105 as in [?]. The goal of the experimental study
is, according to different values of p, to compute the number
of simulations required to obtain an evaluation of the noise
power with a required accuracy h and confidence p.

Exploitation for Word-Length Optimization

• Adaptation of the number of samples to simulate

• Comparison with a threshold (constant) c

• Minimal number of samples to take a decision i.e. c 6∈ ICµe2
x
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Experiments: quality results

• NP for varied elementary blocks and (h, p).
Accuracy of estimation %

0.01 0.001
IC% NP ICExpe NP ICExpe
68 45 68.4 55 69.7
95 45 95 55.5 95.3
98 30 98.7 77.63 98.8

FIR(64)

99 55 99 93.8 98.8
68 65 68 474 69
95 145 94.5 1785.8 95.4
98 145 98.4 2973 99

Quantization
8-bit to 6-bit

99 205 99.2 3012 99.4
68 18 69.6 857.8 70.3
95 42.7 95.1 3253.6 95.3
98 39 98 5766 98.9

Quantization
float to 8-bit

99 54 99 5565 99.1

• Exploitation to accelerate Word-Length Optimization (WLO).
• Reference WLO : simulation on N ref = 100000 samples
• GN : gain in terms of number of simulated samples
• Gt : gain in terms of simulation time
•α: average ratio between the effective number of simulated samples and
the minimal number of samples N = 30.

Applications Nv Cost GN Gt α

FIR 5 0.99 1108 879 1.03
IIR 15 1.01 1479 1333 1.04
FFT 10 1.01 775 610 1.17

HEVC 23 1.01 824 769 1.01
Stereo 10 1 123.2 89.9 1.3
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