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v" Prediction-error histogram (PEH) sharpness (often estimated by how low PEH entropy is) is an important determinant of - : : :
performance (embedding distortion minimization) of prediction-error expansion based reversible data hiding (RDH). Performance gain by using our MSA predICtOr N [1] ' [2] ' [3]

v' Common approaches for low entropy PEH generation in RDH are:

v' Performance (embedding distortion) is evaluated by PSNR between marked & cover images.

Pixel sorting (PS): use smooth  Pixel pairing (PP): pair up correlated Better Prediction: improve prediction o | | |
pixels for PEH generation pixels for sharper 2D PEH generation accuracy to obtain sharper PEH v' [1] is a popular benchmark RDH scheme that employs pixel sorting and rhombus predictor.
v' Some recent RDH schemes including [2], [3] have utilized PS and PP simultaneously to achieve high performance. v [2], [3] are state-of-the-art RDH schemes based on rhombus predictor, pixel pairing & sorting.

v' To perform PS and flexible PP, such schemes limit the prediction context to the 4-neighbour pixels and use rhombus USC-SIPI test images
4-neighbour average) predictor (introduced in [1])
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v" Predictors better than rhombus exist (e.g., [4]), but cannot be easily used with the 4-neighbour prediction context. PSNR gains (dB) in -------

schemes (averaged 120 116 141 136 074 1.16
Motivation: To design a sharp-PEH-generating predictor that can be used over payloads ranglng 1.187

, . . . : : : : from 1kbits to max | 2] 1.08 1.02 1.15 1.29 0.50 0.94 0.997
 together with pixel pairing and pixel sorting to achieve high RDH performance. .

/ embedding capacity

wopeaollBl 0.92 0.83 0.64 1.04 0.46 0.83 0.787

2. Maximally Separated Averages (MSA) Predictor | | |
Increase in PEH sharpness i.e. decrease in PEH entropy

Step 1: Compute theset  Reduction in PEH entropy due to UPLs

of two-neighbour averages T P — S Rhombus predictor S 5.967 3.864 5.111 4.963 4.811
3:{ {n+us+eJ{n+eHe+sHs+wHw+nJ} e A %0 e = MSA predictor 3.415 5.313 2.612 4.337 4.314 4.094
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Predictor of [4] KL 5.696 3.722  4.040 4.869 4.432
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Step 3: Compute prediction value
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the values: *=Vh i Un-normalized PEH % reduction in PE Normalized PEH : . . :
- X <v| VL . | High prediction-error histogram sharpness
. . . After PEH generation using non-UPLs, it can be observed that
v, = min S and vi <x <vy Unpredictable Pixel | | v . . . .
5 . | ocation (UPL) hr(e)>hy,(e). As |e| increases from 0, change in hg(e) >> change Better than rhombus predictor and comparable to the highly efficient predictor of [4].

VH = Max in hx(e)-hy(e). Hence, % reduction of PE in MSA w.r.t rhombus, FleXible ChOice Of predictiOn contexts
Using the 4 neighbour pixels, 11 (4C, + *C, + *C,) o(e), increases (except a few local inconsistencies) with increase in
averages can be computed. Among these, the two most e|. Let a,.,,, = % reduction in total PEs in MSA w.r.t rhombus. If v' Compatible with the 4-neigbour prediction context and extendable to any other context.
separated averages are from the set S as the two- t(€) <yora) ((€)>0ti0rs) then ple)>pr(e) (Pu(e)<pr(e)). Hence, Simultaneous usage with pixel pairing and pixel sorting
neighbour averages have the lowest common neighbours ' EH €ntropy decreases due to exclusion of UPLs. | | o

. . . . v' Further performance improvement can be achieved in high performance RDH schemes
(either 0 or 1) . Hence, we call max S and min S as the  The two maximally separated averages are chosen in step 2 to | | - | | | _

maximally separated averages. maximize the number of UPLs for high PEH entropy reduction. employing pixel pairing and pixel sorting by using the proposed MSA predictor.
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