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Motivation

Is it possible to visualise CNNs 
with a higher resolution for 
better understanding?

Prediction

Input
320x64 160x32 80x16 40x8 20x4 

The resolution of feature maps high low

Global pooling 

How to achieve global pooling?
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Atrous Convolutional Neural Networks

Conv Conv Conv Conv Under-
performance!

● With local pooling, the size of a receptive field increases exponentially with the number of layers.

● Without local pooling, it increases linearly with the number of layers.

Why?

Conv

Local pool

Conv

Local pool

Conv

Local pool

Conv

Local pool
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Conv Conv Conv Conv

Visualise CNNs with a higher resolution

Atrous CNNs

Advantages:

● Fix the size of feature maps.

● The size of receptive field increases exponentially with the number of layers.

Atrous Convolutional Neural Networks



6

● Which Global Pooling Mechanism is better?

Zhao Ren

Global Pooling

○ Global Max Pooling 

-- 

-- Underestimate some potential units in feature maps.            

○ Global Average Pooling 

        --

-- Overestimate some sub-optimal units in feature maps.
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● How to evaluate the contribution of each time-frequency component to the 

acoustic scene classification?

○ Global Attention Pooling

Learning the weight of each unit！

Advantages:

● Global Attention Pooling can learn the weight of the time-frequency units in feature maps during 

training procedure.

● Global Attention Pooling can better explain feature maps corresponding to classes.

Global Pooling
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Attention based Atrous Convolutional Neural Networks
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Attention based Atrous Convolutional Neural Networks

1x1 Conv, 10

sigmoid

Attention matrix 320x64

...

...

1x1 Conv, 10

softmax

Classification matrix 320x64
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320x64 

5x5 Conv, 256

rate 4

5x5 Conv, 128 

rate 2

320x64 

5x5 Conv, 64

rate 1

320x64 
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Experimental Results

Attention based atrous CNNs 
perform the best.

Attention pooling works better.
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Experimental Results

Classes with high accuracies: 
park, 
shopping_mall, 
street traffic 

Classes with low accuracies: 
public square
tram 
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Experimental Results

airport

bus

metro

metro st.

park

public sq.

shopping.

street pe.

street tr.

tram

log-mel spectrogram (320, 64) classification matrix (320, 64)

airport bus metro metro st. park public sq. shopping. street pe. street tr. tram
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Experimental Results
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Conclusions:

● We proposed an attention-based atrous CNNs to visualise and understand acoustic 

scenes.

● Our proposed attention performs better than the CNNs without dilation, and  the 

time-frequency information in feature maps were visualised and analysed.
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Future work:

● We will investigate the attention model at the feature level, in order to analyse the 

contributions of feature maps in each convolutional layers.

● CNNs followed by sequence to sequence learning methods and 3D CNNs will be 

considered to investigate the temporal information in acoustic scenes

Zhao Ren

Conclusions and Future Work



Thank you for your attention!
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