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Introduction Proposed method: Memory control fusion (MF) Results
Task: Language model (LM) integration to help sequence-to- « Belongs to the second category, LM integration in training « Mono-lingual setup
sequence (S2S) ASR training « Controls the hidden/cell (memory) states in S2S decoder using LM o
. : Librispeech 100 hrs
Proposal: information
« Affects both inference and the states update in the decoder over time “

» Update of the hidden/cell states in S2S LSTM decoder using LM information

» Use of the LM information for both character inference and states update in decoder g, O M 47
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> 3 variants with the idea l o 1
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> S2S attention model with CTC-loss as a regularizer LSTM LSTM LSTM LSTM »
> LM trained ahead before the S2S model training X ; A < ; | TN ; o $328 < T J 43
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P(Vely<e, x) = softmax(Ws¢" + b) P(Vely<p x) = softmax(Ws. > b) mtest_other
LM integration in decoding: Horispeech 100 frs Librispeech 960 hrs
d _ | | J | | Cold fusion Memory control fusion (proposed) 49
» Shallow fusion (SF): Linear interpolation between two scores with a hyper parameter (no intervention of LM information (LM information (g,®s™) is consistently 48
~ for decoder (LSTM) state update) affects the decoder (LSTM) update o 47 -\
Yy — argmax (log p(y\m) -+ 7y lOg p(y)) thus, also affecting inference of y;) ; 46 §
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> Deep fusion (DF): Parameter learning to connect LM and S2S model 4 ) ® ) 44
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D (Vely<p,x) = softmax(W,s?" + b,) P(Vely<e x) = softmax(W,s2%° + b,), s¢i3, €241 = LSTM(input,,s3%°, ¢;'") %\: 2?
LM Integration in training: | 50
» Cold fusion (CF): Training of S2S model in the help of trained LM, ideally with extra * 3 variants: ZZ
unpaired text in the domain 1) Cell update (MF1), 2) CF+ MF1 (MF2) , 3) Cell & State Update (MF3) pp
a N ® N SF (2-stage transfer) CF MF 3 (affine)
Seq25eq Longuage Experimental setup .
model model Conclusion
g p g y * Mono-lingual ASR
325 ¢528 — ,STM(input,_,, s523, ¢523 stM » Paired data (Speech and its transcript): Librispeech 100/960 hrs Consistent improvements compared to the previous methods
0= o(W,[s25;sM] 4 b)) > External text (not paired with speech): 10 times of whole paired text Third variant updating both hidden/cell states worked the best

» S2S: 8-layer BLSTM encoder + 1-layer LSTM decoder, LM: 2-layer LSTM

* Transfer learning from a language-independent model to a target model

» Language-independent model: Trained with 10 Babel languages (~643 hrs) not setup
including the target language

$CF = [§525. g LM ~2 to 4% relative improvement in WER in mono-lingual setup

~9 to 10% relative improvement in WER in multi-lingual transfer learning

P(Yely<e, x) = softmaX(ReLU(WZS + b,))
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