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1. Introduction
In adaptive sequential learning

• Models learned in previous steps are used
adaptively to improve accuracy in next steps

• Adapting to previous model that is signifi-
cantly different from the current one could de-
teriorate performance

• Detect significant model change with samples

2. Problem Model
• Two datasets S = {z1, · · · , zn} and S ′ =
{z′1, · · · , z′n′} from some instance space Z

• Parameterized family of distribution models
M = {p(z|θ), θ ∈ Rd}

• Unknown parameters θ, θ′ ∈ Rd, such that

Pre-change model Post-change model
Zi ∼ p(zi|θ), zi ∈ S and Z′j ∼ p(z′i|θ′), z′j ∈ S ′

Goal: construct efficient test δ : Zn×Zn′ → {0, 1}
to decide between following hypotheses:

H0 : (θ, θ′) ∈ χ0 , {(θ, θ′)| ‖θ − θ′‖2 ≤ ρ},
H1 : (θ, θ′) ∈ χ1 , {(θ, θ′)| ‖θ − θ′‖2 > ρ},

where ρ is a constant determined by application.
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3. Notations
Probabilities of false alarm and detection

PF(δ, θ, θ′) , P(θ,θ′){δ(S, S′) = 1}, ∀(θ, θ′) ∈ χ0,

PD(δ, θ, θ′) , P(θ,θ′){δ(S, S′) = 1}, ∀(θ, θ′) ∈ χ1.

Neyman-Pearson setting:

max
δ

PD(δ, θ, θ′), ∀(θ, θ′) ∈ χ1

s.t. PF(δ, θ, θ′) ≤ α, ∀(θ, θ′) ∈ χ0.

The solution is said to be a uniformly most powerful
(UMP) test. Denote

L(θ) , −
n∑
i=1

log p(zi|θ), L′(θ) , −
n′∑
i=1

log p(z′i|θ).

Maximum likelihood estimates (MLE) of θ and θ′

θ̂ML , argminL(θ), θ̂′ML , argminL′(θ).

4. Empirical Difference Test (EDT)
In general, UMP test may not exist. One alternate
is to use generalized likelihood ratio test (GLRT).

LG(S,S ′) , log
max(θ,θ′)∈χ1

∏n

i=1 p(zi|θ)
∏n′

i=1 p(z
′
i|θ′)

max(θ,θ′)∈χ0

∏n

i=1 p(zi|θ)
∏n′

i=1 p(z
′
i|θ′)

• Main difficulty of GLRT is that optimization
problem is computationally hard to solve.

• We show that false alarm probability of GLRT
can be upper bounded by the probability that
norm of empirical difference

∆θ̂ = θ̂ML − θ̂′ML

is larger than another threshold.

• We propose empirical difference test (EDT)
to approximate GLRT

δED =
{

1, if ‖∆θ̂‖2 ≥ η
0, if ‖∆θ̂‖2 < η.

Threshold ηα is set by

max
θ,θ′∈χ0

P(θ,θ′){‖∆θ̂‖2 ≥ η2
α} = α.

5. Approximation for setting test threshold
How to set threshold for EDT?

• θ̂ML and θ̂′ML are MLEs of θ and θ′

• Under regularity conditions, asymptotical
normality of MLE gives

√
n(θ̂ML−θ)

d.−→ N (0, I−1
θ ),

√
n′(θ̂′ML−θ′)

d.−→ N (0, I−1
θ′ )

• Approximating the distribution of ∆θ̂ with

N (θ′ − θ,Σ∆θ), Σ∆θ ,
I−1
θ

n
+
I−1
θ′

n′

Iθ denotes Fisher information matrix

• In practice, Iθ and Iθ′ can be estimated by
replacing θ and θ′ with corresponding MLEs

Theorem: Suppose ∆θ̂ ∼ N (θ′−θ,Σ∆θ), and Σ∆θ
has eigen-decomposition Σ∆θ = P>ΛP , where Λ =
diag(λ1, · · · , λd) contains all eigen-values, and P is
orthogonal. Then,

‖∆θ̂‖2 d.=
d∑
i=1

λi(Ui + bi)2,

where Ui ∼ N (0, 1), and b = (
√

Λ)−1(θ′ − θ).

Main difficulties:
• Distribution of ‖∆θ̂‖2 is linear combination of
independent non-central chi-squared random
variables with degree of freedom of one

• No simple closed form
Using χ2 approximation, we show that false alarm
probability of EDT can be upper bounded by

max
θ,θ′∈χ0

P(θ,θ′){‖∆θ‖22 ≥ η2}

≤ max
θ,θ′∈χ0

P
{
χ2(d,

d∑
i=1

b2i ) ≥ η2/λmax(Σ∆θ)
}
.

Set threshold η̃α with χ2 approximation

P
{
χ2(d, ρ2/λmin(Σ∆θ)) ≥ η̃2

α/λmax(Σ∆θ)
}

= α

to ensure false alarm probability is bounded by α.

6. Numerical Results
Linear regression model:

• Linear regression y = Xθ + ξ

• X ∈ Rn×d, y ∈ Rn, θ ∈ Rd

• Noise: ξ ∈ N (0, In)

• Dimension d = 10, n = n′ = 40, ρ = 1

Logistic regression model:

p(yi|xi, θ) = 1
1 + exp(−yix>i θ)

, ∀(xi, yi) ∈ S

• xi ∈ Rd, yi ∈ {±1}

• Normalized parameter θ ∈ Rd, ‖θ‖2 = 1

• Dimension d = 5, n = n′ = 60

• Set ρ such that angle between θ and θ′ is π
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