Optimal Feature Selection for Blind Super-Resolution Image
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Definition of an Opinion Unaware Non

Reference Image Quality Assessment (NR
[QA) metric through the “bag of features”
approach.

» Feature reduction through the implementation
of the sequential forward floating search.

« Design of three Opinion Aware NR IQA
metrics.

« Cross-Dataset validation of the performance ot
the resulting metrics

Metric Definition

Fach image is represented as a point in R" where
n is the number of features that are extracted from
each image. The quality of an image is determined
as the distance from a set of high quality images

(pristine set).
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Feature Selection

A total of 297 features are calculated per image.
However, not all the features are the best for the
metric. To reduce the number of features they are
erouped in unbreakable sets and the SFF'S will select
the best collection of sets.

Sets Definitions —— 297 features

82 sets of features

SFEFS Cost Function

Optimal
set collection

The cost function is the Pearson correlation coeffi-
cient between the scores of the metric and the hu-
man scores to a given set of images. Then, the cost
function depends on the set of images used.

10000

Set Selection sets of
Images

10000 optimal set collections
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Final Selection

l

Chosen set collection

The final selection step is choosing the features that
appeared 99% of the times. Two Opinion Unaware
NR IQA metrics were created depending on the
source of the sets of images chosen.

« (Q1ousr: 167 features (from Ma and Yang dataset).
« (Q20u-sp: 134 features (from SR-IQA Javeriana).
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Cross-Dataset Validation

Metrics were trained in one dataset and the perfor-
mance was assessed in the other dataset.

Testing Dataset

SRCC of t

Mot ric Ma and Yang SR—IQA
Dataset  Javeriana
Olovsy  0.8434  0.7856
Q2ou.sr | 07756 0.8251
NIQE 0.6413 0.4914
IL-NIQE 0.7671 0.6494
Qoanrl, | 0.8158 0.7564
OQloasr : 0.7609
Q20nsr  0.8108 i
MY 0.7848 0.6787
BRISQUE  0.4755 0.5531
Pl 0.7863 0.6289
MS-SSIM 0.6936 0.5575
F'SIM 0.6857 0.5025
SoIM 0.56006 0.5795
VIEF 0.7415 0.6135
[F'C 0.7478 0.00983
he scores of the metrics with human scores
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Metric scores vs human scores in Ma and Yang dataset

Quality Evaluation

Image Datasets

Two images datasets of super resolved images were
used: Ma and Yang and SR IQA Javeriana.

Dataset Num Images SR algorithms
Ma and Yang |1 810 9
SR-IOA Javeriana 608 [
Conclusions

» The feature selection vielded opinion unaware
metrics with a performance comparable to
opinion aware metrics.

« Selecting features for opinion unaware NR IQA

metrics allowed the design of opinion aware NR
IQA metrics

« The selection procedure is not bonded to Super
Resolution and could be applied to other types of
Images.
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