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l. Introduction 11l. DeepMTT Algorithm

B Motivation

For maneuvering-target tracking (MTT), traditional MTT algorithms need
time to accumulate sufficient information of target state to estimate the
current maneuvering models. However, the maneuvering models are
always unknown and changing in practical MTT scenarios, causing a time-
delay issue of model estimation and affecting the performance of tracking.

B Contribution
1. An LAST database is built to
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II. LAST Database

B Samples in LAST database:

from -10 to 10 °/s.

Azimuth

Observations of Trajectory

1. Trajectory segments (ground-truth). Each segment lasts 5s. All
segments cover the target distances from 0.5 to 20 nautical miles, the
target velocities from 0 to 340 m/s and the maneuvering turn rates

2. Observations of trajectory segments (input-data).
3. 10 million samples in LAST database.
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B Sample generator:

1. Based on the state space model.
2. Under the constraints of practical maneuvering scenarios.

B Framework of DeepMTT algorithm:
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B Pre-processing:

* Filter the observation data by standard UKF algorithm with constant-velocity model.
* Output normalized filtering results of target state sequence {X}, x5, ..., Z¥} as
modified inputs of DeepMTT network and trajectory residual sequence
{ry, 7y, ..., T} as modified ground-truth of DeepMTT network.

B Structure of the DeepMTT network:

+ Input normalized filtering results of target state sequence {®Y, 3, ..., %} }
* Output the estimation of trajectory residual sequence{¥;, ¥*,, ..., ¥}, which is added
to target sate sequence to form the corrected trajectory segments.
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B [oss function:

B Settings of 3 trajectories of maneuvering targets:

Trajestory

B Tracking results of 3 trajectories:

a0t ot

2

Viostion(m)
Yeposiionim)
Yoositon(m)

2

2 A8 a8 A7 45 A5 44 A3 o o 05, 1 is 1
X-posiion(m) 10t X-positon(m) <10t

12 14 15 18 2
X-position(m) a0t

B Tracking RMSE of DeepMTT algorithm in comparison with

HGMM and MIE-BLUE-IMM algorithms:

¢ Means of the position tracking RMSE
for all trajectories.

Deviations of the position tracking
RMSE for all trajectories.
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* Means of the velocity tracking RMSE
for all trajectories.

Deviations of the velocity tracking
RMSE for all trajectories.
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B Conclusion

* A generative trajectory database of maneuvering target was built.

*  Anew DeepMTT network is proposed based on the bidirectional LSTM structure.

* In comparison with state-of-the-art maneuvering target tracking algorithms, our
DeepMTT algorithm improves the performance on maneuvering-civil-aircraft
tracking scenarios.
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B Code for our DeepMTT algorithm

*  https://github.com/ljx43031/DeepMTT-algorithm
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