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INTRODUCTION

« wav2letter++ is a fast, open-source deep learning speech recognition framework.
» Written entirely in C++ and backed by the efficient ArrayFire tensor library
» Scales linearly to 64 GPUs for models with 100+ million parameters.
» Over 2x faster in some cases than other optimized frameworks for training end-to-

end neural networks for speech recognition.

DESIGN

* The design of wav2letter++ is motivated by three requirements:
» |t must efficiently train models on datasets containing thousands of hours of speech,
» make expressing and incorporating new network architectures, loss functions, and
other operations easy, and
» make the path from model research to deployment straightforward, requiring as

little new code as possible while maintaining the flexibility needed for research.

Variable forward(const Variable& x) {
auto hidden = matmul (weights[0], Xx);
hidden = max(hidden, 0); // RelLlU
return matmul (weights[1], hidden);
}
Variable criterion(const Variable& yhat, const Variable& y) {
auto probs = sigmoid (yhat);
return - (y * log(probs) + (1 - vy) * log(l - probs));
}

for (const autoé& xy trainSet) {

criterion (forward(xy[0]), xy[l]) .backward()
for (auto& w welghts)
w —-= lr * w.grad();

w.zeroGrad(); // Set gradient to zero

}

Example: one layer MLP trained with binary cross-entropy and SGD, using autograd

Data Preparation and Feature Extraction

« wav2letter++ supports multiple audio file formats (e.g. wav, flac... /| mono, stereo / int,

float) and several feature types including raw audio, a linearly scaled power spectrum,
log-Mels (MFSC) and MFCCs.
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« Flexibility for the user to experiment with different features, architectures. and optimization
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* wav2letter++ library is built on top of flashlight.

wav2letter++ - https://github.com/facebookresearch/wav2letter

flashlight - https://github.com/facebookresearch/flashlight




