
We assume access to a SR neural network f"#(⋅) with converged parameters '𝜓 trained on degradation operator
A. When tested on a test image y∗, the DNN introduces artifacts in the super-resolved solution. Our fine-tuning
method employs the data consistency constraint Af# y∗ = y∗ to fine-tune our network and obtain a new set of
optimal parameters -𝜓:

-𝜓 = arg min
#

ℒ y∗, Af# y∗ = arg min
#

||Af# y∗ − y∗||88

We use gradient descent to solve the optimization problem and set 𝜓9 = '𝜓 at the first iteration. We use
automatic differentiations offered by DL libraries to compute the necessary gradients. The fine-tuned artifacts-
free solution becomes :x = f<# y∗ .
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Deep Neural Networks (DNN) for super-resolution (SR) are prone to generating artifacts in their produced
images. These artifacts may arise from the use of an image formation model at test time that differs from the
one assumed in training, or from challenging training dynamics associated with Generative Adversarial Networks
(GANs).

(a) Bicubic interpolation
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Our fine-tuning method is successful at removing artifacts at test time. Two major advantages are
(1) its efficiency as it does not require pre-processing a dataset or re-training and (2) being
agnostic to the type of inverse problem of artifacts.
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Experiment #1: change in scale factor at test time. When a network is trained for a specific scale
factor but provided an image downsampled by another factor at test time, distortions arise in the
resulting super-resolved image. We wish to remove these distortions while keeping the increase
in resolution. The figures below show the results of fine-tuning a VSR network on a LR sequence
downsampled by 3 when it was originally trained for scale factor 4. The PSNR and SSIM are
displayed below each figure.

Experiment #2: artifacts produced by GANs. While GANs have attained new performance in SR
restoration, their produced images are often accompanied with generated artifacts. We aim to
remove these undesired artifacts.

Project Aims: In order to correct for artifacts produced by DNNs in inverse imaging problems, we present a
fine-tuning framework that uses the data consistency constraint to enhance the obtained solution at test time.
Our method is agnostic to the type of artifacts and does not require re-training the DNN.


