A Cascaded Noise-Robust Deep CNN For Face Recognition
Xiangbang Meng', Yan Yan'* ,Si Chen?, Hanzi Wang'

@R,

1 Fujan Key laboratory of Sensing and Computing for Smart City, School of Information Science and Technology, Xiamen University, Xiamen 361005, China
2 School of Computer and Information Engineering, Xiamen University of Technology, Xiamen 361024, China

Proposed Method Experiments

1. The proposed CNR-CNN method consists of two sub- Table 1. Accuracy (%) of face verification on LFW dataset

Introduction

Problem: In real-world applications, the captured face images
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Table 2. The 1dentification rate (%) on the FERET dataset
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* An efficient denoising sub-network 1s elaborately designed,

which takes advantage of dense connectivity to connect the where C is the number of classes, 4. denotes the angle between

Table 3. The 1dentification rate (%) on the FEI dataset
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employed to efficiently reconstruct the faces contaminated with

Fig. 1. Architecture of the proposed CNR-CNN. noise.



