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PRUNED COMPLEXITY AND QUALITY-METRIC

- MAC of SID and EDSR are reduced by $58 \%$ and $37 \%$
- BW of convolutional layer are reduced by $20 \%$ to $40 \%$
- Without degradation of PSNR, SSIM and subjective quality

Method Description
A layer removed can severely Keep Layer Depth
degrade the quality
A residual block (16-layer-group, Balance Pruned Output Channel $43 \% \mathrm{MAC}$ ) are hard to be pruned


PRUNED SUBJECTIVE QUALITY

SID
Original (Left), Pruned (Right)


EDSR:
Original (Left,Mid), Pruned (Right)

PRUNED NETWORK ARCHITECTURE ANALYSIS

- Pruned output channel per layer: SID (top), EDSR (bottom)

