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Abstract
Motion modeling plays a central role in video compression. Discrete cosine basis has the ability to ef-

ficiently model complex motion fields. In this work, we investigate the motion modeling behaviour of the
discrete cosine basis equipped with higher frequency cosine vectors for fisheye and 360-degree video frames.
In particular, the developed discrete cosine basis is used as a single high-order model to describe a frame’s
motion; we employ this motion to produce an extra prediction reference, which is added to the HEVC list of
references. Experimental results show a reduction in bit rate of up to 7.91% for fisheye video sequences and up
to 2.05% for 360-degree video sequences, when compared to standalone HEVC.

The Discrete Cosine Basis for Motion
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Figure 1: The two-dimensional cosine vectors used in [1] to represent motion; from left to right, the plots are for
u = (0, 0), (1, 0), (0, 1), and (1, 1).

A two-dimensional vector φu in the 2D discrete separable cosine basis can be characterized by
u = (u1, u2), where u1 ∈ {0, 1, . . .} and u2 ∈ {0, 1, . . .} represent, respectively, the horizontal
and vertical frequencies of this vector. This vector is evaluated, at location x = (x1, x2) of the
frame under consideration, using

φu(x) = cos

(
(2x1 + 1)πu1

2W

)
· cos

(
(2x2 + 1)πu2

2H

)
(1)

where W and H are the width and height of the frame, respectively. Then, the motion vector
v = (v1, v2) at location x is obtained from

v1(x) =
∑
u∈U

m1,kφu(x) (2)

v2(x) =
∑
u∈U

m2,kφu(x) (3)

where {m1,k,m2,k}k are the parameters of the model. Fig. 1 shows the corresponding cosine
vectors used in the work [1].
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Figure 2: Top: the two-dimensional cosine vectors used in this work to represent motion; from left to right, the plots
are for u = (0, 2), and (2, 0). Bottom: from left to right, the plots are for u = (1, 2), (2, 1), and (2, 2).

Letting the horizontal and vertical frequencies of considered cosine vectors to be u1 ∈ {0, 1, 2}
and u2 ∈ {0, 1, 2}, would incorporate additional cosine vectors in the discrete cosine basis. Fig. 2

shows these new vectors which are used in this work along with the vectors of Fig. 1.

Prediction using the Proposed Motion Model
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Figure 3: Block diagram showing the discrete cosine-based prediction generation process at the encoder.

The parameters of the proposed motion model are estimated per frame basis. After estimation,
these parameters are employed by the encoder and decoder to generate an additional reference
frame. We write Wcosine

r→p for the motion compensation operator that associate locations in the
frame being predicted fp with locations in its reference frames fr, obtained using these motion
parameters. This way, the additional reference frame fcosine

r→p is obtained using

fcosine
r→p =Wcosine

r→p (fr) (4)

Fig. 3 shows a simplified block diagram of the proposed encoding architecture. In this work,
every P-frame fp, has an additional reference frame, obtained using the proposed motion model
Wcosine
r→p .

Experimental Analysis

Figure 4: Frames from the fisheye video sequences [4] used in this work. The sequences left-to-right are: LectureB,
DriveE, DriveB.

Sequence Delta rate [1] Delta rate

LectureB −6.51% −7.91%
DriveE −4.40% −5.21%
DriveB −3.27% −3.81%

Table 1: The Bjøntegaard delta gains
obtained for the fisheye test sequences
over standalone HEVC when the discrete
cosine-based reference is employed.

The rate-distortion (RD) performance of the em-
ployed coder is investigated, at first on 3 different
fisheye video sequences which are publicly avail-
able and part of the data set in [4]; frames from
these sequences are shown in Fig. 4. Frames from
each 1080 × 1080 fisheye sequence are coded by the
HM 16.10 reference software for HEVC. The HM
encoder is configured using the low delay P- GOP
structure i.e. IPPP. . . P as per the common test con-
ditions [3]. Four different quantization parameter
values (QP = 22, 27, 32, 37) are used. For each current P-frame, the already coded I- or P-frame,
i.e. the typical reference in HEVC, is used to estimate the motion parameters Wcosine

r→p . These
parameters are then employed to generate the prediction fcosine

r→p which is inserted into LIST0 to
be used as an additional reference frame. Table 1 tabulates the Bjøntegaard Deltas [2] from this
modified HEVC codec over the considered test sequences, when compared to standalone HEVC.

Figure 5: Frames from the 360-degree video sequences used in this work. The sequences left-to-right are: Lion,
Shark-encounter.

Sequence Delta rate Delta PSNR

Lion −1.29% 0.07 dB
Shark-encounter −2.05% 0.09 dB

Table 2: The Bjøntegaard delta gains ob-
tained for the 360-degree test sequences
over standalone HEVC when the discrete
cosine-based reference is employed.

Due to the similarities between fisheye and 360
degree video frames, next we propose to predict
the motion in 360 degree video sequences, shown
in Fig. 5, employing the modified discrete cosines
based motion model Wcosine

r→p . Table 2 tabulates the
Bjøntegaard Deltas [2] for these two test sequences
and Fig. 6 shows a comparative analysis between
typical HEVC encoder and the proposed modified
HEVC encoder on prediction unit (PU) structure
level.

Figure 6: Prediction unit (PU) structure for frame 5 of the Shark-Encounter 360 degree video sequence produced by:
(from left-to-right) (a) the standard HM encoder and (b) by the proposed modification to the HM.
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