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Cluster Regularized Quantization for Deep Networks Compression
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Formulation
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Quantization A
, , S o Results on ImageNet
Learn an optimal quantizer that can minimize the quantization L. .
orror for the inout data distribution: To reduce the quantization error, we introduce a cluster o ol
P | regularization to encourage weight cluster around target values: Metho Mode Topl Topld Top> Top>{
. argmin AlexNet | 42.80% - 19.70% -
0" =G [ P - v - . : :
. y J(Z,a) = ||W —aM"Z|] ResNet18 | 30.40% | -4.30% | 13.80% | -3.00%
TWN AlexNet | 45.50% | -2.70% | 23.20% | -3.50%
a*,Z* =TIV (7, ) ResNet18| 34.70% | -4.30% | 13.80% | -3.00%
/ Existing Quantization Methods \ 3 ma AlexNet | 42.50% | 0.30% | 20.30% | -0.60%
—— — s.t.Z € {0,1}3>N z Zi =1,Yj € [1,N] ResNet18| 33.40% | -3.00% | 12.80% | -2.00%
Can achieve integer quantization i AlexNet | 42 77% ] 19.79% ]
Can achieve extreme low-bit quantization — Our Ref ResNet18| 30.89% ] 11.18% ]
\ X]  High quantization error and low accuracy J Optimization our AlexNet | 42.02% | 0.75% | 19.18% | 0.61%
0 _ 0 0 _ 0
Solve Z with « fixed CRQ |ResNetl18| 32.88% 1.99% | 12.56% 1.38%
. w
Stage I Stage II Stage I Z; = 1 i=HWM, E) Results on CIFAR
Original Weight | Cluster Regularized training Quantization 0 otherwise
solve a with Z fixed Model Method Ref Error Errord,
Wz ™ ResNet-32|  TTQ 7.67% | 7.63% | 0.04%
- MT77T
MY22"M ResNet-32|  CRQ 7.74% | 7.61% | 0.13%
‘ ‘ ResNet-44 TTQ 7.18% 7.02% 0.16%
1 0 1 1 0 1 10 1 In this way, & and Z are updated iteratively until convergence. ResNet-44 |  CRQ 7.21% 6.95% 0.26%
The proposed CRQ




