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CONTEXT
• Challenging environment:
• Industrial workplace (reflective clothes)
• Uncontrollable lighting conditions
• Moving objects
• Constrained position of the sensor

• Challenging data:
• Noisy depth images
• No RGB
• High variability
• No labelled data

WEAKLY SUPERVISED AUTOMATED SEGMENTATION

• Training two networks adapted from Segnet [1] and BiSeNet [2]
• Noisy automated segmentation used as training data:
• High variability in the quality
• No “real” ground truth

• Method to actively select data of acceptable quality:
• Comparison between the ad-hoc and the network segmentations
• Remove worst data using the Jaccard similarity coefficient
• Multiple updates during the learning phase of the network 

• Train the network on the selected data
• Test on hand-labelled data to measure performances

• Two steps:
• Static background removal
• Operator selection/tracking

Results of our automated segmentation

Results obtained by our network

RESULTS
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NEURAL NETWORK TRAINING

• Ad-hoc process:
• Background subtraction
• Workplace selection

Evolution of the Jaccard coefficient during the training of the network


