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Introduction

Accurate and robust visual localization under a wide range of

viewing condition variations is the key component for many

computer vision applications. Under these changing conditions,

most traditional methods would fail to locate the camera. In this

paper we present a visual localization algorithm that combines

traditional methods with semantic information to improve

localization results.

Method Overview

Image Retrieval

Weighted RANSAC + PNP
We use one retrieved image at a time for feature matching with
query image. Through 2D-2D matches and 2D-3D correspon-
dences provided by SfM, we can obtain 2D-3D matches
between query image and 3D map. Then, these 2D-3D matches
are used to recover a temporary query pose by applying a PnP
solver. Given semantic segmentation about query image, we
only project the visible 3D points into query image by the
estimated temporary query pose to check the number of
consistent semantic points.

In the image retrieval step, we use the classical image retrieval
method provided by colmap which using vocabulary tree with
spatial re-ranking to obtain top-k ranked database images.

Projection

Sparse Semantic Map

We first run a regular SfM pipeline using all database images to
construct a sparse 3D model of the scene. After SfM, the
location as well as the visible images of each 3D point are
obtained. Given semantic segmentation for all database images,
we assign each 3D point a semantic label by maximum voting
with reprojection pixel labels in all its visible images.

We count the number of 3D points whose labels are the same as
their projections in the query image. We use the number as the
semantic score of the current retrieved image. Then, we can
assign each retrieved image a semantic score which equals to
the consistent semantic number of projections. The retrieved
database images with high semantic scores can be considered
as correct retrieved images, while those with low scores means
erroneous retrieved images to some extent.

We put 2D-3D matches produced by all retrieved database
images together to run a final PnP solver, inside a RANSAC loop.

The 2D-3D matches produced by the same retrieved database
image are assigned a same score which equals to the semantic
score of the retrieved database image.

We normalize each score by the sum of scores of all 2D-3D
matches and use the normalized score as a weight p for
RANSAC’s sampling.

A demo for our method
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