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Motivation

➢ In order to predict the predicate between entities, learning a proper representation for the 

predicate is of vital importance. However, predicate representation still has many challenges:

✓ Predicate can be represented in both visual and textual modalities, so a cross-modal 

representation is needed. 

✓ Predicate is relevant to its subject and object,  a predicate’s representation should be considered 

combining its subject and object. That’s to say:

• valid/invalid triplets can be used to extract useful feature for predicates.

• if subjects and objects are similar semantically, their predicates are similar probably.

Contributions

➢ Knowledge Learned from Multiple Modalities

We propose Multimodal Latent Factor Model with Language Constraint (MMLFM-LC) for

predicate detection with integrating three kinds of knowledge corresponding to three challenges:

Framework

We utilize visual and textual features to represent entities. Visual feature consists of appearance and

spatial feature, while textual feature refers to word embedding vectors. Then these three kinds of

features are concatenated and embedded into a cross-modal space.

➢ Knowledge Learned from Valid Relationships

We use a bilinear structure to model the complicated interactions among entities and predicates and

calculate relationship validities in cross-modal space.

◆ Predicate representation.

◆ Relationship validities.

◆ Loss function

◆Knowledge Learned from Semantical Similarities

➢ Objective function

min
Θ,𝐴,𝑊

𝐶 + 𝜆𝐿

𝐶 is the loss according to the relationship validities, 𝐿 is the loss related to the relationship

similarities.

Experiment Results

◆Experiment setting

‘B’ is the bilinear structure, 

‘A’ is appearance feature,

‘S’ is spatial feature, 

‘T’ is textual feature,

‘LC’ is the language constraint.  

‘A’+ ‘S’ is equivalent to visual 

feature.

◆Experiments on Visual

Relationship and Visual 

Genome prove that our model 

gets the best performance.

Knowledge learned from 

multiple modalities. 

Knowledge learned from

valid relationships

Knowledge learned from

semantical similarities

Seek embedded cross-modal 
subspace

Evaluate relationship 
similarities 
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P = [P1, ⋯ , Pk, ⋯PN], Pk ∈ ℝ𝐾×𝐾

𝑃𝑘 =
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𝑑
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• decompose the predicate into a set of 

rank-one matrixes in order to reduce 

parameter number, also known as latent 

factors

• use a bilinear structure to model  

the interactions  among entities 

and predicates

• the score reflects the validity 

𝐶 Θ, , A = − 

𝑖,𝑘,𝑗 𝜖𝒫

𝑝 𝑠𝑖 , 𝑝𝑘, 𝑜𝑗 + 

𝑖′,𝑘′,𝑗′ 𝜖𝒩

𝑝 𝑠𝑖′, 𝑝𝑘′, 𝑜𝑗′

• Compute the similarities between pairwise subjects, predicates, and objects respectively

𝑠𝑖𝑚𝑠 = cos 𝑣𝑒 𝑠𝑖 , 𝑣𝑒 𝑠𝑖′ , 𝑠𝑖𝑚𝑜 = cos 𝑣𝑒 𝑜𝑗 , 𝑣𝑒 𝑜𝑗′ , 𝑠𝑖𝑚𝑝 = cos 𝑝𝑘 , 𝑝𝑘′

• Evaluate similarities

𝑓 𝑠𝑖𝑚 = ቊ
1, 𝑠𝑖𝑚 ≥ 𝑡
0, 𝑠𝑖𝑚 < 𝑡

• Compute the semantic loss 

𝐿 = 𝑓(𝑠𝑖𝑚𝑠)𝑓(𝑠𝑖𝑚𝑝) 1 − 𝑓(𝑠𝑖𝑚𝑜 + 𝑓(𝑠𝑖𝑚𝑠)𝑓(𝑠𝑖𝑚𝑜) 1 − 𝑓(𝑠𝑖𝑚𝑝 + 𝑓(𝑠𝑖𝑚𝑝)𝑓(𝑠𝑖𝑚𝑜) 1 − 𝑓(𝑠𝑖𝑚𝑠

• maximize possibilities of valid triplets and minimize possibilities of invalid triplets 


