GUAGE AND VISUAL RELATIONS ENCODING FOR VISUAL QUESTION ANSWERING
O19

L

Fel Liu, Jing Liu, Zhiwel Fang, Hanging Lu
Institute of Automation, Chinese Academy of Sciences, Beljing, China

Introduction Approach Experiments
® Problem Definition ® Overview of the proposed VQA model ® Comparison with the state-of-the-arts
Visual Question A.” swering (V.QA). aims at answering a S, t Model Test-dev Test-std
natural language question about a given image. [ (e T P All Other No. Y/N ATl
® Contributions | — > :—‘—;F"s'°"gate o . QGHC[17] | 659 57.1 381 835 659
1. Propose two novel modules to encode relations between o T—— ) 3 VKMN 18] | 66.0 57.0 379 83.7| 66.1
words and between image regions, respectively. This is the first sl )Q(Fus'onsate)—‘(“.ﬁﬁi?ﬂ.‘;){ MFH [19] | 66.8 574 397 850 | 66.9
time to explore the relations between words and between image . e - DCN [20] 660 573 424 846 | 670
regions in a unified framework for the VQA task. s _{Word emesine ) e _CJ;)—» 7 DA-NIN[21] 1 67.9°58.6 - 41.9 85.8 1 68.1
_ _ _ Attention S CoR [22] 68.4 59.1 441 857 68.5
2. Extensive experiments show the effectiveness of the _{ RN Faster )_{v.sua.re.at.o.. medenenly Ours 672 575 406 856 | 67.4
proposed relation encoding modules. Our approach achieves " R-CNN encoding I Ours + BU | 691 595 441 868 | 693
new state-of-the-art results on the VQA 1.0 dataset. o ks
® Ablation studies
® Masked self-attention
Model Accuracy
mask (scale=$) Our model 62.9
i I cementovise sofmax  clomentvise s o] Our model w/o position information 62.6
5 e 5‘ 1)@1 p%““ 1@1” DA output Our model w/o0 ma‘_sked self-attention 61.8
= = s - | Our model w/o fusion gate 62.5
= 12 [ H :f j o i :i s ] Wb, Our model w/o attentive pooling 62.5
(b) | Where | is | the | girl | looking Where | is | the | girl | looking ] ; ' Y g Our model w/o visual relation encoding 62.0
(a) Visual relation encoding. It encodes the relations between R R e i More experiments can be found in our paper.
image regions. T el | mdo JoJo Fefabod | — _
. . . . - — Ad g N i Contact us: Fei Liu (liufei2017@ia.ac.cn)
(b) Language relation encoding. It encodes multi-scale relations S 12 N moteded0 [0 o b | | o _
hetween words. " position :E:z:z:;::mg 0} | Jing Liu (Jliu@nlpr.1a.ac.cn)

Zhiwel Fang (zhiwel.fang@nlpr.ia.ac.cn)
Hanqging Lu (luhg@nlpr.ia.ac.cn)



