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INTRODUCTION

CONCLUSION

• Few-shot learning (FSL): only few samples would be available for
selected object categories during learning
• Base classes: each has a sufficient amount of training samples
• Novel classes: each has a limited amount of training samples

• Data hallucination: generate additional training samples for novel
classes based on intra-class variation learned from base classes

• Idea: base classes with similar semantic concepts to the underlying
novel class should be considered for reasonable hallucination

• Does more reasonable hallucination lead to better FSL performance?
If so, how to achieve that?

• We incorporate semantic information into the data hallucination
process to generate additional training data that exhibit semantics-
oriented modes of variation for improved FSL performances
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• Top-5 accuracy of 𝑉

• CIFAR-100: 𝐶base
fin = 30, 𝐶novel

fin = 20

• Animals with Attributes: 𝐶base
fin = 15, 𝐶novel

fin = 10

• 2D visualization of hallucinated features on selected classes of
CIFAR-100

• Training
• Stage 1 (representation learning on 𝐷base): train the feature

extractor 𝜙 and the hallucinator 𝐻 by meta-learning
• Stage 2 (few-shot learning on 𝐷base ∪ 𝐷novel): use the trained
𝐻 to augment additional training samples for 𝐶novel and use
the augmented dataset to train the final classifier 𝑉

• 𝐻 proposed in (CVPR18) models intra-class variation by noise
vectors sampled from a fixed distribution: 𝑧 ~𝒩 𝟎, 𝐈

• Our 𝐻 incorporates semantic information 𝑅𝑠 to produce 𝑧 as if
they are sampled from a semantics-dependent distribution

• Inference: Use 𝜙 and 𝑉 to predict the label of an unseen test
image 𝑥 from 𝐶base ∪ 𝐶novel

NOTATIONS
• 𝐷base: dataset of base classes 𝐶base
• 𝐷novel: dataset of novel classes 𝐶novel
• Both datasets consist of tuples 𝑥𝑖 , 𝑦𝑖 , 𝑅𝑖

• 𝑥𝑖: the 𝑖-th image
• 𝑦𝑖: the one-hot label vector
• 𝑅𝑖: the semantic information associated with 𝑦𝑖

• CIFAR-100: a word embedding vector of the label name
• Animals with Attributes: an attribute vector

𝐶novel
fin 𝐶base

fin ∪ 𝐶novel
fin

𝑛 = 1 𝑛 = 2 𝑛 = 5 𝑛 = 1 𝑛 = 2 𝑛 = 5
Baseline 28.96 46.20 60.85 67.36 73.59 80.35
Meta (CVPR18) 47.65 59.65 70.82 70.88 77.07 81.86
Meta* (CVPR18) 49.95 58.64 71.15 74.36 77.60 81.67
Analogy (ICCV17) 38.51 49.76 65.27 71.65 75.83 81.34
Superclass 46.76 57.01 67.86 74.65 78.44 82.30
Ours 55.84 66.28 74.14 76.68 80.18 82.95

𝐶novel
fin 𝐶base

fin ∪ 𝐶novel
fin

𝑛 = 1 𝑛 = 2 𝑛 = 5 𝑛 = 1 𝑛 = 2 𝑛 = 5
Baseline 42.03 56.93 72.78 71.03 77.70 84.85
Meta (CVPR18) 59.04 67.14 76.61 77.28 80.98 84.86
Meta* (CVPR18) 58.96 67.05 75.93 77.53 80.67 84.27
Ours 63.59 70.55 78.20 79.78 82.50 85.40
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