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Introduction



What is Human Age Estimation?

• As a Computer Vision Task

• Determine appearance age of a human from his near frontal photographs
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Existing Methods

• Feature Point Based Classifiers (Before 2012)

• Gabor Wavelet Based Methods
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Guo, Guodong, et al. "Human age estimation using bio-inspired 

features." 2009 IEEE Conference on Computer Vision and Pattern 

Recognition. IEEE, 2009.



Existing Methods

• Convolutional Neural Network (After 2012)

Levi, Gil, and Tal Hassner. "Age and gender classification using convolutional neural 

networks." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition 

Workshops. 2015.
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parameters

Convolutional Neural Network

• High Performance

• Fully trainable

• Larger number of parameters
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What We Want

Feature Based Classifiers

• Smaller number of parameters

• Low performance

• Manual tuning of hyper-
parameters

Convolutional Neural Network

• High Performance

• Fully trainable

• Larger number of parameters
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Our Approach



Why we used Gabor wavelets?

• Requires Small Number of Parameters:

2D Gabor wavelets can be obtained with only 4 parameters 
(𝛾, 𝜎, 𝜆, 𝜃) and sampling grid.

+ Sampling Grid
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Challenges

How can we incorporate Gabor wavelets into CNN in the fully 
trainable manner?



Estimation of Parameters of Gabor wavelets

• We can manipulate the characteristic of discrete 2D Gabor wavelet by 
its parameters (γ, σ, λ, θ) and the size of sampling grid

• It means that we can train Gabor wavelets by estimating its parameters 
and the sampling grid size.

Equation of 2D Gabor wavelets 



Modeling of Sampling Grid with ζ

• Intrinsic parameter γ, σ, λ has mathematical relationship to Gabor 
wavelet

• We need to digitize the Gabor wavelet for actual implementation

• However, the sampling grid size has no connection with the equation 
of Gabor wavelet

• So we introduce a new parameter ζ to make a connection between 
sampling grid size and Gabor wavelet



Modeling of Sampling Grid with ζ



Modeling of Sampling Grid with ζ
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Estimation of Parameters of Gabor wavelets

• CNN with 3x3 convolution was used for estimating parameters γ, σ, λ,
and ζ because

1. CNN with 3x3 convolution is the smallest one among practical CNN

2. It is fully trainable



Estimation of Parameter θ

• The one last parameter to be determined is the orientation of the Gabor 
wavelet, θ
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Estimation of Parameter θ

• We address this problem by using a steering property that  
convolution with Gabor wavelet of any orientation can be 
represented with a linear combination of a finite set of responses
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Steering Part of TGW
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Steering Part of TGW
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Trainable Gabor Wavelet (TGW)
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Proposed Human Age Estimation Network

Input

3 FC 

Layers

Output

TGF

TGF 

channels

TGF

3x3 Conv

1st Layer 6th Layer

3x3 Conv Estimated

Age3x3 Conv

channels

TGF channels

3x3 Conv

channels

Proposed Human Age Estimation Network

TGF = Trainable Gabor Wavelet

Conv = Convolution

FC = Fully Connected



Assign Different Role to Each Layer
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Features from TGW 

Selected feature map 1st convolution layer of [4]

Selected feature map 1st TGW layer of proposed network
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Assign Different Role to Each Layer
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To sum up
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Evaluation



• Adience Dataset

• Total 26,580 facial images of 2,284 identities whose ages are labeled in 8 
classes

• Collected from Flicker

• Performance measure: Classification accuracy (%)

Label (= Class)             0                      1                     2                      3                    8       

Evaluation Dataset



Ablation Study
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Settings of The Proposed Method

TGF channels

TGF

3x3 Conv

3x3 Conv channels



Age Estimation Results

[4]: Levi, Gil, and Tal Hassner. "Age and gender classification using convolutional neural 

networks." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition 

Workshops. 2015.



Conclusion



Conclusion

• We have proposed the Trainable Gabor Wavelet that can incorporate 
Gabor wavelets into CNN in trainable manner.

• We also built an age estimation network with the proposed Trainable 
Gabor Wavelet.

• Proposed age estimation network showed better results with parameter 
efficiency.



Limitations and Future works

• TGF is not tested on the general-purpose dataset like ImageNet

→ Experiments will be done in these tasks.
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