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• In this paper, we propose an adaptive hard example mining
method with additional supervised training for image captioning.

• Beam search algorithm is leveraged to estimate score expectation
for each example. Examples whose caption scores are lower than
expectation are selected automatically.

• For the selected hard examples, we propose an additional reward
policy for high-scoring captions to force model learning from
them. The proposed method is hyper-parameter free without
tuning.
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Since we select hard examples automatically in the
training, the hard example rate reduces along with
training and model performance improvement.

We train several models with the proposed method,
results in the figure show that our training method
can improve model performance significantly.
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