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Introduction
• We model the image set as a graph and formulate image

set classification as the graph matching task.
• We build the first end-to-end graph convolutional

network, the Deep SetNet, to learn the graph structure of
an image set.

• We impose the ℓ",$-norm based sparsity constraint to
select vertex features in the set graph to improve the
model generalization capability.

Deep SetNet

Deep CNN 
• We propose the first end-to-end graph convolutional

networks, the Deep SetNet, for image-set classification.

• Our model can match the image set in an efficient way.

• Extensive experiments and analysis show the great
effectiveness of our model for image-set classification.

• The graph convolutional operation for the 𝐺 = (𝐴, 𝑍)

• Convolutional layers and fully-connected layers.
• Input a set of images with different cardinality into the

DCNN each time with variant batch size
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Deep GCN 

+𝑍 = 𝑔(𝐷."𝐴𝑍𝑊)

• Stacking to the deep GCN

𝑍01" = 𝑔(𝐷."𝐴𝑍0𝑊0)

Graph Pooling Layers 

• Vertex features are aggregated to the graph feature
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Joint Sparsity for Vertex Selection 

• Impose the ℓ",$-norm constraint on the vertex matrix Z

The Objective
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