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Problem Definition

Given a set of images with multiple views, Multi-View

Clustering (MVC) is to partition the image set into clusters

by exploiting the complementary information among the

views.

Motivation

Approach

Contributions

Results

Previous subspace learning based MVC clustering methods

suffer two limitations:

• Affinity matrix learning and cluster indicator prediction

are accomplished separately, resulting that they are

hardly optimal for.

• The desired discrete clustering indicator is approximated

by continuous value for the convenience in model

solving, which degrades MVC performance.

Model

• An unified model for multi-view image clustering that

jointly learn the self-representation, continue cluster

indicator and discrete cluster indicator.

Fig. 1: Affinity matrix

visualization on ORL (top)

and Yale (bottom). From
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matrix of our method.

Fig. 2: Convergence curve of our method on ORL and Yale.
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Solution

Update Z

Update E

Update P

Update Q

Update F


