IDENTIFICATION OF BUILDINGS IN STREET IMAGES USING MAP INFORMATION
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Goal Proposed Method Experiment

Target Images: 80 images of 3 areas (Oshima, Bunkyo, Shinjuku in Japan) via GSV API
2D map: GEOSPACE of NTT Space Information Inc.
Used methods: Monodepth [4] for depth estimation, DeeplLab v3+ [5] for building mask
Camera pose candidates:

- p=py+ (x,y) X, VE[-3m, 3m] per 0.1m

- Focusing on positions that are noisy in the measurement
Ground truth (GT) preparation:

- GT camera poses are annotated so that the projection results match the images.
Dictance [, $ - GT building identifier maps are obtained by masking the projection results.
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