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- Learn control policies to achieve a target.
- Use reward signals to optimize model parameters from high-dimensional inputs

Reinforcement learning
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Source: Google images



- Non-trivial to craft good reward signals for goals.

- Imitation learning mimics an expert demonstrations
(e.g. humans, video demos , etc.)

- Natural way of learning in nature by imitating other 
expert, e.g. Swimming.

- Applications: Robotic manipulation, games, 
virtual reality, etc.

Imitation learning

Time-contrastive networks , 
Sermanet+, ICRA2018



- Goal: To learn a policy 𝜋 that can perform
similarly to an expert 𝜋" from finite sample 
expert trajectories only.

• Given expert trajectories:
𝜌$%(𝑠, 𝑎) = {(𝑠-., 𝑎-., 𝑠/., 𝑎/., … )} ∼ 𝜋"

• Let the agents trajectories are given as:
𝜌$ 𝑠, 𝑎 = {(𝑠-3, 𝑎-3, 𝑠/3, 𝑎/3, … )} ∼ 𝜋

- Find 𝜋 such that,

Imitation learning: Problem overview
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- Supervised learning from states to single-step actions. 

Imitation learning: Behavior cloning
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- Drawbacks:
• Cannot recover from deviations unseen in the training expert trajectories.
• Require a large amount of training samples to learn a good policy.



Inverse reinforcement Learning

Reinforcement 
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Reward 
estimation

Estimated Reward

- Use comparison between the expert and the agent’s current trajectory to generate reward signal. 

Agent trajectories
{(𝑠-3, 𝑎-3, 𝑠/3, 𝑎/3, … )}

Expert demonstrations
{(𝑠-., 𝑎-., 𝑠/., 𝑎/., … )}

- Peng+ Siggraph2018:
MSE Loss: ∑6 𝑠6. − 𝑠63 8

8

- Sermanet+, ICRA2018:
TCN embeddings + MSE loss,

9
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𝑓(𝑠6.) − 𝑓(𝑠63) 8
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- Update policy until the expert and agent’s policy 
cannot be discriminated.

Inverse reinforcement Learning: GAIL

- Drawbacks:
• Require both state and actions.

• Works on small dimensional low-level state spaces
and actions. (joint angles, velocities and torques)

- Advantages:
• Learn from few demonstrations.

• Can recover from unseen deviations in 
the training set.



Inverse reinforcement Learning: GAIL

- Occupancy measure of a policy is given as,  𝜌$ 𝑠, 𝑎 = 𝜋 𝑎 𝑠 ∑;<- 𝛾; 𝑃(𝑠; = 𝑠|𝜋)

roughly the distribution of state and 
actions visited by expert policy.

- GAIL minimizes the JS divergence between the agent’s and expert’s occupancy measure.

𝜋∗, 𝐷∗ = min
$∈F

max
I∈ -,/

𝐸$%[log𝐷(𝑠, 𝑎)] + 𝐸$[log(1 − 𝐷 𝑠, 𝑎 )]

GAIL objective (Ho+ Nips2016):

𝜋∗ = min
$∈F

𝐽𝑆(𝜌$ 𝑠, 𝑎 , 𝜌$% 𝑠, 𝑎 )

[𝑠; 𝑎]

𝜌$ 𝑠, 𝑎

𝜌$% 𝑠, 𝑎

𝐷
1 0

𝑒𝑥𝑝𝑒𝑟𝑡 𝑎𝑔𝑒𝑛𝑡



Inverse reinforcement Learning from Observations

- The occupancy measure can be extended to represent state visitation frequency
(removes the dependency on expert actions)

𝜌$ 𝑠, 𝑠′ = 9
3

𝑝(𝑠^|𝑎, 𝑠) 𝜋 𝑎 𝑠 9
;<-

𝛾; 𝑃(𝑠; = 𝑠|𝜋)

𝜋∗, 𝐷∗ = min
$∈F

max
I∈ -,/

𝐸$%[log𝐷(𝑠, 𝑠′)] + 𝐸$[log(1 − 𝐷 𝑠, 𝑠′ )]

GAIFO objective (Torabi+ Arxiv2018) :

𝑠 Policy
Env 𝑠′

𝑎

𝜋∗ = min
$∈F

𝐽𝑆(𝜌$ 𝑠, 𝑠′ , 𝜌$% 𝑠, 𝑠′ )

[𝑠; 𝑠′]

𝜌$ 𝑠, 𝑠′

𝜌$% 𝑠, 𝑠′



- Collecting low-level information in real-world is difficult.
- Visual imitation from video demonstrations is more natural. 

Visual Imitation learning

Source: Google images



- Learn from only expert video demonstrations
without access to low-level joints information.

Visual Imitation: problem setting

- Challenges:
• Task relevant feature extraction.

• Comparison metric between frames.

Our solution: Jointly learn feature extraction and comparison metric for 
robust reward estimation using GANs.

Previous methods estimate 
these steps separately 

(Peng+ Siggraph2018, 
Sermanet+, ICRA2018)

Hopper Walker2d

Expert videos



- Consider a render mapping                          from low-level joint states to expert video frames.

Visual Imitation: Proposed method

Low-level state space
(joint angles)

Expert trajectory
�̂�8

�̂�/

Agent trajectory

Expert video

𝐼;.

Current agent’s
video

𝐼;$

Environment
Render (𝑔)

Environment
Render (g)

If there exists an injective mapping                        , adversarial 
video learning matches the state visitation frequency.



- Proof: Consider an adversarial learning setting from consecutive video frames (𝐼, 𝐼’) as below:

Visual Imitation: Proposed method

𝜋∗, 𝐷∗ = min
$∈F

max
I∈ -,/

𝐸$%[log𝐷(𝐼, 𝐼′)] + 𝐸$[log(1 − 𝐷 𝐼, 𝐼′ )]

𝐷 𝐼, 𝐼′ directly compares adjacent video frames in 
expert and agent videos for reward estimation

Using Bayes rule, 𝐷 𝐼, 𝐼^ = 𝑝 𝐸 𝐼, 𝐼^ = b 𝐼, 𝐼^ 𝐸 b "
b c,cd =	 /

/f
g 𝐼, 𝐼^ 𝐴
g 𝐼, 𝐼^ 𝐸

(Assuming expert and agent 
samples are equally likely)



- Proof: Consider an adversarial learning setting from consecutive video frames (𝐼, 𝐼’) as below:

Visual Imitation: Proposed method

𝜋∗, 𝐷∗ = min
$∈F

max
I∈ -,/

𝐸$%[log𝐷(𝐼, 𝐼′)] + 𝐸$[log(1 − 𝐷 𝐼, 𝐼′ )]

Using Bayes rule, 𝑝 𝐼, 𝐼^ 𝐴
𝑝 𝐼, 𝐼^ 𝐸

=
𝑝 𝑠, 𝑠′ 𝐴 | det 𝐽|l/

𝑝 𝑠, 𝑠^ 𝐸 | det 𝐽|l/
=
𝑝 𝑠, 𝑠^ 𝐴
𝑝 𝑠, 𝑠^ 𝐸

(if 𝐽 = mc
mn

is non-singular, implying
the mapping 𝑔 should be  injective
- Example: no occlusion,
no motion along the axis on camera)

⇒ 𝐷 𝐼, 𝐼^ = 𝐷(𝑠, 𝑠^)

⇒ 𝜋∗, 𝐷∗ 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 min
$∈F

max
I∈ -,/

𝐸$%[log𝐷(𝑠, 𝑠′)] + 𝐸$[log(1 − 𝐷 𝑠, 𝑠′ )]

𝐷 𝐼, 𝐼^ = /

/f
g 𝐼, 𝐼^ 𝐴
g 𝐼, 𝐼^ 𝐸

and

𝑇ℎ𝑖𝑠 𝑖𝑠 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑡𝑜 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑓𝑟𝑜𝑚
𝑙𝑜𝑤 − 𝑙𝑒𝑣𝑒𝑙 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠



Visual Imitation: Proposed method

Estimated reward for policy optimization
!	 = 	−log	[1 − * +, -, -/ ]

+(23|53)
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Image observation space
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Visual Imitation: Proposed method



GAIL
(Learned from low 
level states-actions)

DeepMimic+Pixel VIGAN (Proposed) DeepMimic +
Single View TCN

Visual Imitation: Results

Pendulum environment

Number of trajectories: 1

(Comparison with other methods)



GAIL
(Learned from low 
level states-actions)

DeepMimic+Pixel ProposedDeepMimic +
Single View TCN

Visual Imitation: Results
(Comparison with other methods)

Hopper environment

Number of trajectories: 1



GAIL
(Learned from low 
level states-actions)

DeepMimic+Pixel ProposedDeepMimic +
Single View TCN

Visual Imitation: Results

Walker2d environment

Number of trajectories: 4

(Comparison with other methods)



Visual Imitation: Results

Quantitative results shows the superiority of our method for all standard environments

(Comparison with other methods)



𝜃

Matching occupancy measure of angle 
𝜃 by proposed video imitation learning.

Computing angle 𝜃 for 
Pendulum-v0 environment 

Approximate JS divergence

Imitation from expert video demonstration results in occupancy measure 
matching of the agent’s pendulum angle to the expert. 

Convergence of JS divergence of low-level states by VIGAN



Noisy video demo
(Shaking camera)

Proposed 
(1 trajectory)

Robustness of our method to input shaking noise on Hopper.

Proposed 
(10 trajectories)

Visual Imitation: Results
(Robustness to noisy expert data)



Proposed
( Imitation from Video 1) 

Learned policy from YouTube videos with different walking styles. 
Video 1 : https://www.youtube.com/watch?v=uwz8JzrEwWY (we used clip from 0:46 to 0:55, Generation 512)

Visual Imitation: Results
(Learning from YouTube videos)

Video 1: Original YouTube video

https://www.youtube.com/watch?v=uwz8JzrEwWY


Proposed
( Imitation from Video 2) 

Video 2 : https://www.youtube.com/watch?v=nWd2cN5oriM (we used the entire 85 second video)

Visual Imitation: Results
(Learning from YouTube videos)

Video 2: Original YouTube video

Learned policy from YouTube videos with different walking styles. 

https://www.youtube.com/watch?v=nWd2cN5oriM


Proposed
( Imitation from Video 2) 

Visual Imitation: Results
(Learning from YouTube videos)

Comparison with learning from true reward 

TRPO
(Learned from default reward) 

Our method performs 
similar to TRPO 



Thank you

Questions?


