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1. Introduction

» Coordinated distributed wireless networks use cooperative
techniques at geographically distributed Remote Radio
Heads (RRHSs) to jointly serve users.

» Why many transmitters should serve users?

1 Stronger received useful signal

1 Macro-diversity

1 Interference management

» Each user iIs served by a cluster of RRHs, which Is a
subset of all RRHSs in the network.
» We consider two popular forms of clustering:
 Disjoint clustering (cell-centric):
o Distributed network preserves the cellular concept.
o Network service area partitioned into fixed disjoint
regions.
o Users within each region are jointly served by all
the RRHSs In their region.
 Cell-free clustering (User-centric):
o Each user is served by its closest RRHs (either all
within a fixed radius or the nearest f RRHSs).

2. Motivation

» Power Delay Profile (PDP) describes the power and signal
delay spread (SDS), and it Is an important factors in the
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3. Signal Delay Spread (SDS)

» Signal delay spread is the difference between the arrival
time of the signal’s earliest and latest multipath
component.

» For a single transmission, the delay spread Is given by
Orms [1].

» However, the RRHs geographical distribution causes an
additional delay spread.

[1] A. Goldsmith. Wireless communications. Cambridge uni. press, 2005.

5. System Model

» Consider a network of distributed RRHs, each equipped
with a single antenna, and implementing a CoMP scheme
to serve the users.

» We model the locations of the RRHs as a 2D
homogeneous Poisson Point Process (PPP) &, with
density A,.

» We assume a continuum of multipath delays from each
RRH (use COST207 channel delay model).

» For any user k In the network, we define a cluster of
serving RRHs (. , comprising f > 0 RRHs.

» For user-centric clustering, we have two choices:

J Serving cluster comprises the nearest f RRHs to each
user.

J Serving cluster I1s set by a cooperation radius -
random number of serving RRHs (on average f3).
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A 4. Major Contributions

» We analyze the PDP for both user-centric and disjoint

clustering.

» We derive the PDP and analyze the additional channel

delay spread due to the geographic distribution of the
RRHSs.

» This 1s the first work that analyzes the signal PDP in

coordinated distributed networks.

6. SDS: Disjoint Clustering

We approximate the cell area as a circle with radius w;
hence the average number of RRHs per cell of area |5 is:

2T pw
B =E[®y(B)| = / / A\pr dr df = mApw?
J 0 J 0

Biggest possible distance between the nearest serving
RRH and the furthest serving RRH to the user is 2w.
The maximum delay spread for disjoint clustering:

if 5 =1
it g7 1.

/. SDS: User-centric Clustering

~or a fixed cluster radius of S the additional delay Is w/c.

between the points rU and r* where

V= fr, (r1)dry
J

where f(g,)(r;) is the Probability Density Function (PDF)
of the distance to the it" RRH, and v sets a statistical
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8. Power Delay Profile

» Using the COST207 non-hilly urban profile, 1.e., the
normalized PDP of single Tx is e("t/%0) with 7, = 1 us,
and the properties of the PPP we can derive the average

PDP in disjoint clustering as:
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» Where |; = min(max(dy + Oy, ct/wg) , 2w)
» User-centric clustering:
J For fixed cluster radius of f RRHs:
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Where [, = min(max(dy + Oy, ct/wg) , w)
1 For cluster composed of the nearest f RRHS:
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10. Conclusions

> mmms | - ~or cluster composed of the nearest f RRHs, we take a Fio 3 Worst sienal del 4 “;' Delay (1)
1A "ijégm e beeio ] oo g gf;ﬁal . orobabili_st_ic_ measure of induced ad_ditional delay spread. '6- 5+ WWOISE sighat Gelay sprea " Fig. 4: User-centric vs Disjoint PDP
————— Serving cluster | | o |-=—Serving cluster Our definition of delay spread is from the distances (Om = 0.01 km, f = 5)

» User-centric scheme provides an advantage over Disjoint-

_ ) _ _ ¢ clustering in terms of a lower signal delay spread.
design of wireless networks, e.g., In choosing the length of 2 0z o1 0 o1 o0z %3 0% 02 015 01 006 0 00 bound (at v=1, we have r* = 0, r* = o). > Cluster size should be chosen carefully to ensure that the
1 1 km km - - - . _
. 3\2’_?“0 g_refl_xb. ; y L _ Usercentiic cliser ) Dicioint clotor » With some manipulations: signal delay spread does not become a bottleneck.
e distributed - networks are - recelving _Increasing () User-centric clustering. (b) Disjoint clustering. ra]-mg, if 5 =1 » This analysis Is key to ensuring a chosen Cyclic Prefix

attention, the impact of cooperation on the PDP has not
been addressed.
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(CP) Is adequate and to design the subcarrier spacing.

Fig. 1: Network plot for a user served by 5 =5 RRHs.
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