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ABSTRACT

Biomedical image segmentation has been widely studied, and
lots of methods have been proposed. Among these methods,
attention U-Net has achieved a promising performance. How-
ever, it has drawbacks of extracting the multi-scaled recep-
tive field features at the high-level feature maps, resulting in
the degeneration when dealing with the lesions with apparent
scale variations. To solve this problem, this paper integrates
an atrous spatial pyramid pooling (ASPP) module in the con-
tracting path of attention U-Net. This module employs mul-
tiple dilation rates for the purpose of obtaining several multi-
scale receptive fields, which significantly improves the net-
works’ ability of handling both large and small lesions. Eval-
uation experimental result shows that our approach signifi-
cantly improves the performance of medical image segmen-
tation and substantially outperforms the representative deep
learning models on public datasets.

Index Terms— biomedical image segmentation, atrous
spatial pyramid pooling, attention U-Net, feature maps, re-
ceptive field

1. INTRODUCTION

Biomedical image segmentation aims to perform pixel-level
annotations on regions of interest of biomedical images, lay-
ing the foundation of biomedical image analysis [[1H3]]. It has
been widely studied and a large number of methods were pro-
posed [4-6]]. Among these methods, deep learning-based ap-
proaches show very competitive results. Ciresan et al. [[7] pro-
pose a well-known network, which uses the sliding-window
to predict the category label of each pixel by providing a lo-
cal area (patch) around each pixel. Although the strategy is
effective in work [7], there are two disadvantages [8]]. First
of all, the training speed of this method is relatively slow, as
each patch must work separately in the network, where patch
overlapping brings numerous redundancy. Secondly, differ-
ent sizes of patches make it difficult for the network to bal-
ance between localization accuracy and context usage. In
recent years, researchers attempt to resolve these problems.
Olaf Ronneberger et al. [8] propose U-Net for biomedical im-
age segmentation. This network consists of a contracting path

with successive layers and a symmetric expanding path with
a large number of feature channels. With upsampled output
combined, the successive layers, with which high-resolution
features in the contracting path were enhanced, achieves more
accurate positioning; while in the symmetric expanding path,
large numbers of feature channels make contextual informa-
tion available.

Although U-Net has the above advantages, it also has
some disadvantages. For example, computing resources and
model parameters are used redundantly. All cascaded net-
work layers repeatedly extract similar low-level features.
Hence, Ozan Oktay et al. [9] proposed a more effective
method, namely attention U-Net. This network integrates
attention gates (AGs) into a standard U-Net model and dis-
penses with train multiply models and extra model parame-
ters. Moreover, AGs learn to highlight the salient features for
the specific task while suppressing irrelevant regions in the
input images so as to improve the segmentation performance.

Although attention U-net is an effective model in med-
ical image segmentation, it has drawbacks of extracting the
multi-scaled receptive field features at the high-level feature
maps, resulting in the degeneration when dealing with the le-
sions with obvious scale variations. To solve this problem, we
integrate an atrous spatial pyramid pooling (ASPP) [10] mod-
ule in the contracting path of Attention U-Net. This module
employs multiple dilation rates to obtains several multi-scale
receptive fields so that they improve the networks’ ability to
handle both large and small lesions. It was proved that ex-
plicitly accounting for object scale can improve the network
to handle scale variability in semantic segmentation [|11]]. The
experiment shows that our approach outperforms attention U-
Net.

The advantages of the proposed approach are as follows.
At first, we integrate the ASPP module in the attention U-
Net to extract multi-scale features from the high-level fea-
ture maps. And the ASSP improves the model in handling
biomedical image segmentation with scale variability. Sec-
ondly, ASPP improves the receptive field using dilated con-
volution while keeping the computation cost. Finally, the net-
work in the proposed approach has one more downsampling
layer and upsampling layer than the attention U-Net [9]. It
is beneficial to mining deeper semantics and predicting the
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Fig. 1. Proposed Attention U-Net with ASPP module architecture.

lesions more accurately.

2. METHODOLOGY

2.1. Framework

This paper proposes a novel biomedical image segmentation
network, which embeds the ASPP module into the attention
U-Net architecture. The ASPP module utilizes multiple paral-
lel atrous convolutions to extract multi-scaled receptive field
features, which improves the segmentation accuracy of the
model for the lesions with obvious scale variations. The pro-
posed ASPP Attention U-Net contains two parts, encoder and
decoder, as shown in Fi gurem There is an essential part of the
network structure called skip connection. It concatenates the
resulted feature maps from the decoder block with that from
the corresponding encoder block.

2.1.1. Encoder

Encoder contains eight downsampling blocks and an ASSP
module. Each downsampling block contains a 3 x 3 con-
volution layer, a batch normalization operation and a ReLU
activation operation. Two downsampling blocks are concate-
nated together, followed by a 2 x 2 max pooling operation.
After all downsampling blocks, ASPP modules with differ-
ent dilation rates (r = {1,6,12, 18} ) are used to extract the
multi-scaled receptive field features at the high-level feature
maps, and these features help the model to deal with the le-
sions with obvious scale variations. The ASPP module is de-
scribed in Section 2.2 and Section 2.3.

2.1.2. Decoder

The decoder section is similar to Attention U-net [9]]. It con-
tains eight upsampling blocks. The eight upsampling blocks
are divided into four parts, and the first three parts have the

same structure. Each part includes a gating signal(g) opera-
tion, an attention gate (AG) operation, a concatenation oper-
ation and two 3 x 3 convolution layers. The fourth part does
not use the gating function because it does not represent in-
put data in high-dimensional space [9]]. To ensure the seman-
tic information of the intermediate feature map is different at
each image scale, the deep supervision strategy [12] was in-
troduced into the network structure. Deep supervision applies
1 x 1 convolution and sigmoid activation to each output map-
ping layer.

2.2. Atrous Convolution

In the ASPP module, atrous convolution was developed ini-
tially for wavelet transform [13]] and called dilated convolu-
tion in [[14]. It inflates the kernel by increasing the kernel in-
terval so as to increase the reception field size to incorporate a
larger context, as shown in Figure[2] Dilation rate represents
the kernel interval, compared to the standard convolution. By
changing the dilation rate value, the filter’s receptive field can
be modified correspondingly. For a one-dimensional(1-D) in-
put signal x [i], the output y [¢] of dilated convolution on it
with a filter w [k] of length K is defined as:

y[z]zZm[l—i—rk]w[lﬂ]

=1

ey

where r represents the dilated rate. If » = 1, the dilated con-
volution is the same as the conventional convolution. A visual
description is shown in Figure 2]

Given an image, the first step is to reduce the resolution
to half by using downsampling operation, and then perform
a standard convolution operation. After the convolution, the
feature map is put into the coordinate system of the origi-
nal image. The result shows that only 1/4 of the response
in the original image. If the standard convolution operation
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is replaced by atrous convolution operation, we can calculate
responses at all image positions. The reason is that atrous
convolution with rate r inserts  — 1 zeros in the middle of the
filter. For example, a filter (kernel size k x k, dilate rate r),
which is enlarged to k. x k. where k. = k+ (k — 1) (r — 1).
The advantage of this way is that it increases the receptive
field but does not add new parameters and calculations.

2.3. Atrous Spatial Pyramid Pooling(ASPP)

In our approach, the ASPP module is used in the bottleneck
part to extract multi-scale features from the high-level feature
maps. This module combines multiple receptive field features
by using atrous convolutions of different dilation rates as the
final prediction.

As shown in Figure [3] the mentioned ASPP module em-
ploys four parallel atrous convolution and global average
pooling. Each atrous convolution contains a convolution op-
eration, a batch normalization operation and ReLU. Then,
four parallel atrous convolution and global average pooling
are concatenated together, followed by a 1 x 1 convolution
operation. Here the dilation rates are 1, 6, 12, 18, respectively.

2.4. Loss Function

We use dice scores as a loss function to optimize the proposed

model.

e DDA D IARE
where s; and r; represent the continuous values of the soft-
max prediction graph € [0,...,1] and the ground truth at
each voxel ¢, respectively. The parameter € represents Laplace
smoothing, and the value of € is 1. Using formulation [2] to
measure the error between the results of the segmentation and
the label. This formulation [2] can be differentiated yielding
the gradient computed with respect to the j-th voxel of the
prediction.
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Using formulation[3] we do not need to assign weights to sam-
ples of different classes to establish the right balance between
foreground and background voxels.
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3. EXPERIMENT

3.1. Datasets and Metrics

We evaluate our model on two public medical image datasets.

ISIC 2018 skin lesion dataset [[15,|16]]: This dataset in-
cludes 2594 RGB images of skin lesions with an average im-
age size of 2166 x 3188 pixels. The dataset were resampled
to 192 x 256 pixels and divided into training sets and test sets
according to 75 — 25.

LGG segmentation dataset [|17]]: This dataset was created
for the task of brain glioma segmentation. It contains 3929
brain MR images and corresponding manual FLAIR anomaly
segmentation masks. The average image size is 256 x 256
pixels. They correspond to 110 patients. In our experiments,
the dataset was split into the training dataset (90%) and the
test dataset (10%).

We use three standard evaluation metrics in biomedical
image segmentation. They are dice similarity coefficient
(DSC), prediction and recall, respectively. The three metrics
are computed as follows:

2|1, N I
|| + | L2

The area parameter I, Io, is the area of pixel-level segmen-
tation area, ground truth, respectively.

TP
TP+ FP

DSC = “4)

®)

precision =



T ©)
recatl = TP+FN

where TP, TN, FP, FN are the number of pixel-level true
positives, true negatives, false positives, and false negatives,
respectively.

3.2. Baselines

In this paper, we compared ASPP Atttention U-Net with the
following methods, including U-Net [8]], Attention U-Net [9]
and Attention U-Net with Multi-Input [18]] on two standard
biomedical image datasets.

e U-Net: U-Net is a CNN-based image segmentation net-
work, which mainly used for medical image segmenta-
tion. This network consists of a contracting path and
a symmetric expanding path. We used the same pre-
processing method and implementation as mentioned
in [8].

» Attention U-Net: Attention U-Net was proposed by Jo
Schlemper et al. [9]], which is an effective method for
medical image segmentation. This network integrates
attention gates (AGs) into a standard U-Net model and
contributes to highlight salient features.

¢ Attn U-Net with Multi-Input: Attn U-Net with Multi-
Input is an improvement on Attention U-Net. It inte-
grates the encoder with an input image pyramid before
each maxpooling layer. We reimplemented the model
and use the same hyperparameter as that in [[18]].

3.3. Implementation Details

Our method was compared with three baselines on ISIC 2018
datasets and LGG segmentation datasets. We tested metrics
through 5-fold cross-validation experiments. However, the
two datasets are different in the experimental details, which
are described in details below.

The ISIC 2018 experiment has been trained in 50 epochs
with a batch size of 8. The SGD optimizer is adopted to up-
date network parameters with the learning rate set to 0.01 ini-
tially, momentum value is 0.9 and the learning decay rate is
le—6.

The LGG segmentation experiment was also trained for
100 epochs with a batch size of 16. The optimization method
is Adam with learning rate at 0.0001, decay rate is 0.9.

3.4. Quantitative Results

Table [T]lists the performances of our approach and the base-
line approaches on ISIC 2018. It is clear that out approach
achieves the hightest DSC 86.5% and recall 88.4%. Attn
U-Net with multi-input gets the highest precision 89.6%.
Among the three metrics, DSC is widely recognized as the
main reference. Out approach obtains a 3.8% improvement

Table 1. Performance on ISIC 2018
Method DSC Precision Recall

U-Net [8] 0.820£0.013 0.84940.038 0.867+0.048
Attention U-Net [9] 0.806£0.033 0.87440.080 0.827+0.055
Attn U-Net Multi-input [18] 0.82740.055 0.896+£0.019 0.829+0.076
Ours 0.865+0.002 0.886+0.013 0.884+0.015

Table 2. Performance on LGG segmentation

Method DSC Precision Recall
U-Net 8] 0.901£0.007  0.9188+0.013 0.901+£0.003
Att U-Net [9] 0.903+0.002  0.915400.007 0.895+0.011
Attm U-Net [|18]] 0.906+0.004 0.926+0.005 0.891+0.002
Ours 0.911+£0.012 0.932+0.008 0.912+0.012

on DSC than Attn U-Net with multi-input. Therefore, our
approach performs better than the baseline models compre-
hensively. This is because the ASPP models can extract multi-
scale receptive fields feature on high-level feature maps.

Table [2| presents the results from our approach and the
baseline approaches on LGG. Our approach surpasses the
baseline approaches on all the three metrics, indicating that
our approach is effective.

From the comparison on ISIC 2018 and LGG, we come
to the conclusion that the proposed approach is robust and
advances the performance of attention U-Net by integrating
ASPP module in it.

4. CONCLUSION

This paper proposes an improvement of attention U-Net
(named ASPP Attention U-Net) in biomedical image seg-
mentation by adding a ASPP module in the contracting path
of attention U-Net. ASPP employs different multiple dilation
rates and can effectively extracts the multi-scaled receptive
field features at the high-level feature maps. It improves
the methods’ ability to handle both large and small lesions.
Evaluation experimental result on ISIC 2018 and LGG shows
that our approach can significantly improve the segmenta-
tion performance and substantially outperforms the baseline
models.
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