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Introduction
• Optimal image codec:

𝑚𝑖𝑛 	𝐷(𝑥, 𝑥)) + 𝜆𝐻(�̂�). 						(𝜆 > 0)
• Scalar quantizer (SQ) is commonly applied in deep learning based image

compression models.
• Trellis Coded Quantizer (TCQ) is an efficient vector quantizer (VQ).

[1] Michael W. Marcellin and Thomas R. Fischer, “Trellis Coded 1uantization of Memoryless and Gauss-Markov Sources," IEEE
transactions on Communications, vol. 38, no. 1, pp. 82-93, 1990. 2



Contributions

• Incorporate TCQ into a deep learning based image compression
framework.
• All components (encoder, TCQ, decoder, entropy estimator) are

trained end-to-end.
• Test on two datasets and show superior image compression

performance at low bit rates compared with previous works.
• Compare TCQ and SQ with MSE and MS-SSIM loss during training

and demonstrate the advantage of TCQ.
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Overview
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Trellis	Coded	Quantization	(TCQ)

• Forward pass: similar to implementation in JPEG2000 [2]. 
• ,                      ,  step size: 
• Reconstruction point

• = 

• Partition to form 𝐷3, 𝐷4, 𝐷5, 𝐷6 subsets.
• Indexing method I : 𝑞𝑏4𝑏5⋯𝑏:;4

[2]	"Information	technology	“	Jpeg	2000	image	coding	system:	Core	coding	system,"	Standard,	International	Organization	for	
Standardization,	Dec.	2000.
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Trellis	Coded	Quantization	(TCQ)

• Backward pass: 
• Straight-through estimator (derivative is set to 1): converges slowly for TCQ.

• Differentiable soft quantization [3]: 
Given reconstruction points                                                    ,

where 𝜎 is a hyperparameter to adjust “softness” of quantization.

[3]	Eirikur	Agustsson,	Fabian	Mentzer,	Michael	Tschannen,	Lukas	Cavigelli,	Radu	Timofte,	Luca	Benini,	and	Luc	V	Gool,	“Soft-to-hard	
vector	quantization	for	end-to-end	learning	compressible	representations,"	in	Advances	in	Neural	Information	Processing	Systems,	
2017,	pp.	1141-1151. 6



Discussions

• Time	and	memory	complexity	are	both	proportional	to	number	of	
symbols.	

⇒ reshape	feature	maps	𝐵×𝐶×𝐻×𝑊 to	𝐵𝐶×𝐻𝑊,
𝐵𝐶 is	batch	size	for	TCQ	and	𝐻𝑊 is	number	of	symbols	in	a	feature	map.

• Indexing method II [4] vs. Indexing method I
• 𝐴0 = 𝐷3 ∪ 𝐷5,		𝐴1 = 𝐷4 ∪ 𝐷6
• a	node	codeword	can	be	chosen	either	from	A0	or	A1
• Use	all	𝑅 bits	to	represent	indices	for	A0,	same	for	A1

[4]	Michael	W	Marcellin,	“On	Entropy-constrained	Trellis	Coded	Quantization,"	IEEE	Transactions	on	Communications,	vol.	42,	no.	1,	
pp.	14-16,	1994. 7



Entropy	Coding	Model

• Employ PixelCNN++ [5] to model the probability density function on 
an image 𝑥 as                        , where the conditional probability only 
depends on pixels above and to the left of the pixel.

• Encoding: 
• Assume 𝑅 bits/symbol, for feature map 𝐹(𝐶×𝐻×𝑊), PixelCNN++ outputs 
2:×𝐶×𝐻×𝑊 probability matrix.
• Adaptive Arithmetic Coding (AAC) is used to compress 𝐹.

[5] Tim	Salimans,	Andrej	Karpathy,	Xi	Chen,	and	Diederik	P	Kingma,	“PixelCNN++:	Improving	the	Pixelcnn with	Discretized	Logistic	
Mixture	Likelihood	and	Other	Modifications,"	arXiv	preprint	arXiv:1701.05517,	2017.
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Entropy	Coding	Model

• Decoding:
• Input PixelCNN++ model with all zeros,  decode indices and recover symbols 

at position (𝑐 = 1: 𝐶, 𝑖 = 1, 𝑗 = 1).
• Continue decoding based on output probability below:

where 𝑇4:M,4:N,4:O is a tensor with decoded symbol at location 𝑐, 𝑖, 𝑗 	 	1 ≤
𝑐 ≤ 𝑥, 1 ≤ 𝑖 ≤ 𝑦, 1 ≤ 𝑗 ≤ 𝑧} and zeros otherwise.

When 𝜇 = 1, 1: 𝐶, 1: 𝑢 − 1 , 𝑣:𝑊 = ∅
When v = 1, 1: 𝐶, 1: 𝑢, 𝑣: (𝑣 − 1) = ∅
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Experimental	Results

• Dataset
• ADE20K	dataset	for	training (20K) and	validation (2K).
• Test	on	Kodak	PhotoCD	dataset (24 512×758 images) and	Tecnick	SAMPLING	
dataset (100 1200×1200 images).

• Training	details:
• Crop	images	by	256x256	during	training	and	test	on	whole	images.
• Run	on	one	12G	GTX	TITAN	GPU	with	Adam	optimizer
• R=2,	4-state	TCQ,	R=2	SQ.	Both	use	differentiable	soft	quant	for	backward.
• Increase	channel	size	with	 4,6,8,12,16 to	control	bitrate.
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Experimental	Results
• Comparison	with	previous	works
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Experimental	Results
• Comparison	between	TCQ	and	SQ	(JPEG2000)	

Credit	to	Taubman,	David	and	Marcellin,	Michael,		"JPEG2000	Image	Compression	Fundamentals,	Standards	and	Practice”	2002.
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Experimental	Results

• Comparison	between	TCQ	and	SQ	(MS-SSIM	loss)
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Experimental	Results

• Comparison	between	TCQ	and	SQ	(MSE	loss)
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Experimental	Results
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Experimental	Results
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Our	Latest	Work
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• Mohammad	Akbari,	Jie	Liang,	Jingning	Han,	Chengjie	Tu,	“Generalized	Octave	Convolutions	for	Learned	Multi-
Frequency	Image	Compression,”	arXiv:2002.10032,	Feb.	2020.

• Based	on	Chen	et	al.,	“Drop	an	Octave:	Reducing	Spatial	Redundancy	in	Convolutional	Neural	Networks	with	
Octave	Convolution,	“	arXiv:1904.05049,		Apr.	2019.

Conventional	Convolution	output:
Same	resolution	for	all	frequencies

Octave	Convolution	output:
Lower	resolution	for	lower	frequencies.

Similar	to	Wavelet	Transform
Suitable	for	image	compression
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Experimental	Results	(Kodak	Dataset)
• By	generalizing	octave	convolution	and	applying	to	image	compression,	our	scheme	can	

outperform	H.266/VVC	Test	Model	(VTM)	in	both	PSNR	and	MS-SSIM
• Best	result	in	the	literature

https://arxiv.org/abs/2002.10032
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