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CODED APERTURE DESIGN AND CLASSIFICATION
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for k =1,..., K shots, or in matrix form Training step:

With a non-compressed data set Dyrqin = {X, dg}é’:l, the proposed training can be ex-

g =Px+w, (2) pressed mathematically as
e & ¢ {-1,1}**MV ig a binary sensing 1 L K MK
matrix. {®,0} = argmin — > LMo(fr(®x,+Db1)),de) +p Yy Y (1+@en)’(1—Rrn)’. (5)
’ /=1 k=1 n=1

o x ¢ RMN i3 the vectorization of the
image (X))

Impose binary values

Testing step:
The trained ® is used in the SPC to acquire new compressed measurements g and the trained

¢ wis the acquisition noise. M is used as a classification operator

o v = £ stands for the sensing ratio. z=Mog(f1( g +b1)). (6)
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IMAGE CLASSIFICATION

SIMULATIONS EXPERIMENTS

1.Average classification accuracy for different sensing
ratios with the MNIST dataset.

Deep neural networks (M) have been used

: ey 3. Trained coded apertures
for image classification.

The classification network is a modification of the Coded apertures

LeNet-5 model.

Proposed
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fully connec ted layers Mx binary classification

With a training set Dyyqin = {x¢,de}s,, the
goal is to learn the parameters 0, such that

d, = My(xy; 0) by solving
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4. Real test-bed implementation of the Single pixel
imaging with the designed coded apertures.

2. Average classification accuracy for different sens-
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The classification network is a modification of the

o L(z¢,d¢) = — [dylog(ze) + (1 — dp) log(1 — z¢)) AlexNet model.

stands for the loss classification function.

e My is the classification operator (CNN).

After training, My can be used as an inference
operator to obtain the classification result of a

new image X as

d = Mp(x). (4)

CONCLUSIONS
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A method to simultaneously learn the binary SPC linear sensing operator and extract non-
linear features directly from SPC measurements that are used for classification has been pro-
posed. After the training stage, the trained sensing matrix is employed to acquire the SPC
measurements, and the trained classification network is used as an inference operator di-

rectly on these compressed measurements.
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5. Overall accuracy of the proposed method for the
experimental results.

0.0064
50 %

Sensing Ratio (y)

Overall accuracy

REFERENCES

[1] Jorge Bacca, Laura Galvis, and Henry Arguello.
Coupled deep learning coded aperture design for

compressive image classification. Optics Express,
28(6):8528-8540, 2020.

E Zisselman, A Adler, and M Elad. Compressed
learning for image classification: A deep neural
network approach. Processing, Analyzing and Learn-
ing of Images, Shapes, and Forms, 19:1, 2018.




