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Decode-efficient prefix codes for hierarchical memory models

Model/Introduction

Bad example and solution (size 3 scratch pad)

Code Length is 
5·1+5·1+4·3+3·11+2·17+1·34= 123 
Decode Time is (1+2q)·1+(1+2q)·1+(1+q)
·3+1·11+1·17+1·34=67+7q

Code Length is 
3·1+3·1+3·3+3·11+2·34+2·17=150 
better Decode Time of 
1·1+1·1+1·3+1·11+1·17+1·34= 67

Approach
We present an efficient algorithm that solves the above mentioned problem 
optimally for a given alphabet C, a threshold codelength parameter L and a 
scratchpad size parameter m. 

● This is based on a property of the forest outside the scratch pad. We call 
these as a Huffman Forest which is an intermediate step in the construction of 
optimal tree using huffman algorithm.

● We solve for the position of nodes which remain in the scratchpad using a 
Dynamic programming algorithm.

The running time of the algorithm is polynomial in the size of the fast memory         
( poly(m) ) and near linear in the size of the alphabet ( |C|log|C| ).


