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❖ This paper proposed a fast 3D-HEVC depth map coding method, which

uses the XGBoost decision model to define the partitioning of CUs,

replacing the complex RDO calculation in the original encoding process.

❖ Experimental results demonstrated that this approach achieves on

average 43.52% time saving with negligible degradation of coding

performance under the all intra configuration, compared with HTM-16.0.

❖ The proposed algorithm promotes 3D-HEVC to be used in real-time

video communication systems.

◆ 3D-HEVC inherits the flexible quadtree coding structure of HEVC in both texture and depth maps [1] .This advanced partition

structure inevitably leads to a sharp increase in coding complexity while improving coding performance.
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3.1 Performance comparison with HTM-16.0 (%)
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◆ Motivation: limiting the continued division of smaller CUs

under certain conditions, the coding complexity can be

effectively reduced. Although the QP value has a strong

correlation with the CU size, it is not feasible to simply remove

some depth only based on the QP values. Therefore, it is

necessary to design an effective solution to effectively reduce the

coding complexity while ensuring the coding performance.

3.2 Performance comparison with similar algorithms (%)

❖ Extreme Gradient Boosting (XGBoost) [2] models are constructed for different sizes of CUs to adapt to

different texture characteristics and make the model more accurate under the AI configuration.
2.1 Flow Chart

◆ In the All-Intra (AI) configuration of HTM16.0, the depth maps coding occupies about 86% of total

3D-HEVC encoding time and the change in QP values affect the choice of CU size distribution.

⚫ Data Mining: Acquire texture feature attribute information and

store the CU divided flags in a one-to-one correspondence.

⚫ Machine Learning: Using the optimal feature set selected in the

preceding step for different CUs, the XGBoost models are trained

by adjusting the model parameters.

⚫ Model Embedding: The offline training decision models are

embedded in the CU quadtree partitioning process to replace the

traditional RDO calculation process.

2.2 Feature attributes selection

⚫ Considering the impact of model accuracy and the

number of feature attributes on the performance of the

encoder, different CUs of different sizes have selected

different feature attribute subsets.
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