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This PowerPoint 2007 template produces a 36”x48” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics.  
 
We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions. To view our template tutorials, go online 
to PosterPresentations.com and click on HELP DESK. 
 
When you are ready to print your poster, go online to 
PosterPresentations.com 
 
Need assistance? Call us at 1.510.649.3001 
 

 

QU ICK  START 
 

Zoom in and out 
 As you work on your poster zoom in and out to the level 
that is more comfortable to you.  

 Go to VIEW > ZOOM. 
 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of the authors, 
and the affiliated institutions. You can type or paste text into the 
provided boxes. The template will automatically adjust the size of your 
text to fit the title box. You can manually override this feature and 
change the size of your text.  
 
TIP: The font size of your title should be bigger than your name(s) and 
institution name(s). 
 
 

 
 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert a 
logo by dragging and dropping it from your desktop, copy and paste or by 
going to INSERT > PICTURES. Logos taken from web sites are likely to be 
low quality when printed. Zoom it at 100% to see what the logo will look 
like on the final poster and make any necessary adjustments.   
 
TIP:  See if your school’s logo is available on our free poster templates 
page. 
 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, copy 
and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of the 
corner handles. For a professional-looking poster, do not distort your 
images by enlarging them disproportionally. 
 

 
 
 
 
 
 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look good 
they will print well.  
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QU ICK  START ( con t . )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going to the 
DESIGN menu, click on COLORS, and choose the color theme of your 
choice. You can also create your own color theme. 
 
 
 
 
 
 
 
You can also manually change the color of your background by going to 
VIEW > SLIDE MASTER.  After you finish working on the master be sure to 
go to VIEW > NORMAL to continue working on your poster. 
 

How to add Text 
The template comes with a number of pre-
formatted placeholders for headers and text 
blocks. You can add more blocks by copying and 
pasting the existing ones or by adding a text box 
from the HOME menu.  

 
 Text size 

Adjust the size of your text based on how much content you have to 
present. The default template text offers a good starting point. Follow 
the conference requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu and  
click on TABLE. A drop-down box will help you select rows 
and columns.  

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins. 
 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or Word. 
Some reformatting may be required depending on how the original 
document has been created. 
 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to see the 
column options available for this template. The poster columns can also 
be customized on the Master. VIEW > MASTER. 

 
How to remove the info bars 

If you are working in PowerPoint for Windows and have finished your 
poster, save as PDF and the bars will not be included. You can also delete 
them by going to VIEW > MASTER. On the Mac adjust the Page-Setup to 
match the Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master. 
 

Save your work 
Save your template as a PowerPoint document. For printing, save as 
PowerPoint or “Print-quality” PDF. 
 

Print your poster 
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. 
Choose the poster type the best suits your needs and submit your order. If 
you submit a PowerPoint document you will be receiving a PDF proof for 
your approval prior to printing. If your order is placed and paid for before 
noon, Pacific, Monday through Friday, your order will ship out that same 
day. Next day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information. 
 

Student discounts are available on our Facebook page. 
Go to PosterPresentations.com and click on the FB icon.  
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Unimodal  biometric  systems  rely  on  the  evidence  of  a  single 
source of biometrics information, e.g., single fingerprint or face.

Multimodal  biometric systems, on the other hand, fuse multiple 
sources  of  biometrics  information  to  make  a  more   reliable 
recognition. 

Fusion of the biometrics information                                            
can occur at different stages of a                                       
recognition system:

•  Fusion at the data or feature level
•  Fusion at the match score level
•  Fusion at the decision level
 

Feature level fusion is believed to be more effective than the other 
levels  of  fusion  because  the  feature  set  contains  richer 
information  about  the  input  biometric  data  than  the  matching 
score or the output decision of a classifier [1,2]. 

In this paper, we present Discriminant Correlation Analysis 
(DCA), a feature level fusion technique that incorporates the class 
associations in correlation analysis of the feature sets. DCA 
performs an effective feature fusion by maximizing the pair-wise 
correlations across the two feature sets, and at the same time, 
eliminating the between-class correlations and restricting the 
correlations to be within classes. Our proposed method can be used 
in pattern recognition applications for fusing features extracted 
from multiple modalities or combining different feature vectors 
extracted from a single modality. It is noteworthy that DCA is the 
first technique that considers class structure in feature fusion. 
Moreover, it has a very low computational complexity and it can 
be employed in real-time applications. Multiple sets of 
experiments performed on various biometric databases show the 
effectiveness of our proposed method, which outperforms other 
state-of-the-art approaches.  

ABSTRACT	

FEATURE-LEVEL	FUSION	USING	CCA	

In our method, we incorporate the class structure, into the 
correlation analysis, which helps in highlighting the differences 
between classes and at the same time maximizing the pair-wise 
correlations between features across the two data sets.  
Let’s assume that the samples in the data matrix are collected from 
c separate classes. Accordingly, the n columns of the data matrix 
are divided into c separate groups, where ni columns belong to the 
ith class: 
 
 

Let xij∈X denote the feature vector corresponding to the jth sample 
in the ith class.  
 
 
 
 

The between-class scatter matrix is defined as  
 
 
 
 

If  the  classes  were  well-separated,  ΦTΦ  would  be  a  diagonal 
matrix. Since ΦTΦ is symmetric positive semi-definite, we can find 
transformations that diagonalize it: 
 
 

where P is the matrix of orthogonal eigenvectors. Let Q(c×r) consist 
of the first r eigenvectors, which correspond to the r largest non-
zero eigenvalues, from matrix P. We have: 

The r most significant eigenvectors of Sbx can be obtained with the 
mapping Q→ ΦbxQ :

If                             , we have:
 
 

X’ is the projection of X in a space, where the between-class scatter 
matrix is I and the classes are separated. 
Similarly:
 
 

Although S’bx = S’by = I, the matrices Φ’bx
T Φ’bx and Φ’by

T Φ’by are 
strict diagonally dominant matrices. This makes the centroids of 
the classes have minimal correlation with each other, and thus, the 
classes are separated.
Now that the between-class scatter matrices are unitized, we need 
to make the features in one set have nonzero correlation only with 
their  corresponding  features  in  the  other  set.  Therefore,  we 
diagonalize the between-set covariance matrix

Transformation: 

 
 
 
Feature fusion: 
 

DISCRIMINANT	CORRELATION	ANALYSIS	(DCA)	

We present two sets of experiments to demonstrate the 
performance of our proposed feature level fusion technique. First 
experiment is about the fusion of fingerprint and iris modalities 
from Multimodal Biometric Dataset Collection, BIOMDATA [5]; 
and the second experiment is on fusing information from weak 
biometric modalities extracted from face images in AR face 
database [6]. The performance of the proposed technique is 
compared with that of several state-of-the-art methods including 
the serial feature fusion [7], the parallel feature fusion [8], the 
CCA-based feature fusion [4,9], and the most recently published 
JSRC [10] methods. 
 

BIOMDATA Multimodal Biometric Dataset 
•  219 subjects having iris and fingerprint modalities 
•  two iris modalities 
•  four fingerprint modalities 

EXPERIMENTAL	RESULTS	

CONCLUSIONS	
In this paper, we presented a feature fusion technique based on 
correlation analysis of the feature sets. Our proposed method, 
called Discriminant Correlation Analysis, uses the class 
associations of the samples in its analysis. It aims to find 
transformations that maximize the pair-wise correlations across the 
two feature sets and at the same time, separate the classes within 
each set. These characteristics make DCA an effective feature 
fusion tool for pattern recognition applications. Moreover, DCA is 
computationally efficient and can be employed in real-time 
applications. Extensive experiments on various multimodal 
biometric databases demonstrated the efficacy of our proposed 
approach in the fusion of multimodal feature sets or different 
feature sets extracted from a single modality.  
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Suppose  that  X(p×n)  and  Y(q×n)  are  two  matrices,  containing  n 
training feature vectors. CCA aims to find the linear combinations,  
X∗  =  Wx’ X   and   Y∗  =  Wy’ Y  ,  that  maximize  the  pair-wise 
correlations  across  the  two  feature  sets.  The  transformation 
matrices, Wx and Wy, are found by solving the eigenvalue equations 
[3,4]: 
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INTRODUCTION	

Visualization of covariance matrices. (a) Covariance between features 
(X∗ X∗T). (b) Covariance between samples (X∗T X∗). 

Problems:
•  Small Sample Size

Ø  PCA + CCA
•  Negligence of the 

class structure 
Ø  LDA + CCA ?!
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Preprocessing: (a) Original iris image. (b) Segmented iris area. 
(c) 25×240 binary iris template [11].

Preprocessing:  (a)  Original  fingerprint 
image.  (b)  Enhanced  image  using  the 
method  in  [12].  (c)  Core  point  of  the 
fingerprint and the ROI.

Unimodal  and  Multimodal  accuracies  in  BIOMDATA 
database obtained by a minimum distance classifier. 

AR Face Database 
•  Fusing weak biometric modalities extracted 

from face images
•  Modalities:  1.  left  periocular,  2.  right 

periocular, 3. nose,  4. mouth, and 5. face
•  100 subjects 

Face  mask  used  to 
crop  out  different 
modalities. 

Unimodal and Multimodal accuracies in AR face database.

Examples of challenging samples in BIOMDATA database. The images are 
corrupted with blur, occlusion, shadows, and sensor noise.


