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Experiments  were  conducted  on  a  number  of  Facebook

graphs. The results reported in the below table show that the

fuzzy accuracy along with the overall accuracy decrease when

the graph gets denser and vice versa.

In the figure below, the graph with the blue line shows the

percentage of definite answers maintained after compression

as a function of k. While the definite answers’ results suggest

a tremendous loss of information, fuzzy answers can almost

always make up for more certain ones. A fuzzy answer is

considered “sound” if it returns a value above 0.5 for a pair of

nodes that happen to be neighbors, and a value below 0.5 for a

pair that are non-neighbors.

E X P E R I M E N T S

R E S U L T S

G R A P H  C O M P R E S S I O N
The compression ratio for our technique could reach up to

almost 99.9% for large n  being a stable ratio that could be

calculated from the simple formula (n−k)/n, where k is the

number of dimensions. However, there is a trade off between

the accuracy and the compression ratio when compressing

dense graphs.
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I N T R O D U C T I O N
The constant growth of social networks and the corresponding

immense size of graph representation impose some difficulties in

maintaining and manipulating such data. Thus,  Our objective in

this work is to transform a typical graph representation into a

more compact form while still maintaining a high accuracy in

answering adjacency queries for any two nodes in the graph. Our

approach is based on mapping a graph representation to a k-

dimensional space and answer queries of neighboring nodes by

measuring Euclidean distances. The accuracy of our answers

would decrease but would be compensated for by fuzzy logic,

which gives an idea about the likelihood of error. This method

allows for reasonable representation in memory while maintaining

a fair amount of useful information.

Our proposed method is  to  represent  the nodes as points/vectors

in a k-dimensional space, where k is a fixed constant, with

distances between them indicating their adjacency status. To

answer adjacency queries, each node is associated with two

parameters, r and R, that indicate the distance (or “radius”) within

which its neighbors are located and the distance beyond which its

non-neighbors are located, respectively. There is uncertainty

regarding the nodes that lie within these two values. For the

mapping part, we propose to use the linear-time FastMap

algorithm (centralized and distributed versions) [1,2], which takes a

distance matrix and returns a set of points in a k-dimensional

space where k is user defined. Once we have this mapping, it is

possible to calculate the two parameters r and R of each node.

When the Euclidean distance d  between two nodes v and v ′  lies

within the values of r and R, we invoke a fuzzy logic system that

gives us the likelihood of those two nodes being neighbors.

The  system  takes  as  input  two  crisp  values  between  0  and  1.

The  first  value is obtained by dividing the difference of R and d

by the difference of R and r. Whereas, the second value is obtained

by dividing the number of neighbors between r and R by the

number  of  overall  nodes  in  this fuzzy region. The inputs are

subjected  to three membership functions that correspond to the

likelihood of the queried nodes to be neighbors. The inference

system  relies  on  two (successive) rules: (1) if the first input value

EstimatedDistance is “close to smaller r” AND the second input

value InRegionDegree is “High node degree”, then the two nodes

are neighbors. If this is not the case, and (2) if the first input value

is “close to larger R” AND the second input value is “Low node

degree”, then the two nodes are not neighbors. Note that the AND

operator in the fuzzy logic inference system corresponds to taking

the minimum value.
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