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▪RDOQ behavior in HEVC

▪An initial uniform scalar quantization (SQ) level

is firstly calculated as

▪We denote the floating form of the quantization

level as 𝑙𝑓𝑙𝑜𝑎𝑡 = 𝑐 /Δ𝑞.

▪RDOQ mostly achieves coding gain over SQ

when a nonzero 𝑙𝑆𝑄 is optimized to zero especially

when the value of 𝑙𝑆𝑄 is optimized from 1 to 0.

▪We also observe through statistical analysis that

RDOQ makes level change mainly when 𝑙𝑓𝑙𝑜𝑎𝑡 ∈

[0.5,1).
Therefore, this work aims at designing a decision

tree-based HDQ (DT-HDQ) scheme only for

transform coefficient values belonging in this

interval which can be modeled as a binary

classification problem.

Problem Formulation

▪A binary decision tree-based HDQ (DT-HDQ)

model is trained to mimic the quantized level

decisions in the RDOQ process with the three

selected input information.

▪Therefore, the final quantization output with the

proposed DT-HDQ is obtained as

▪The proposed DT-HDQ is implemented on top of

the HEVC reference software [3] by partially

substituting the scalar dead-zone quantizer.
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▪Motivation

▪The soft-decision quantization (SDQ) achieves

excellent coding gain but with high computational

expense.

▪In general, SDQ is relatively not so friendly to

hardware implementations.

▪Our approach

We design an improved HDQ scheme by

analyzing the behavior of rate-distortion optimized

quantization (RDOQ) [1] technique for High

Efficiency Video Coding (HEVC).
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It is essential to choose the appropriate input

information given in the learning process to help

building the desired HDQ model. Several statistical

analyses on RDOQ behavior are carried out for

selecting the input information.

▪Input 1: 𝒍𝒇𝒍𝒐𝒂𝒕 value (calculated from |𝒄|)

▪The floating form of scalar quantized level.

▪Input 2:𝑵𝑪𝑮

▪Total number of |c| values equal to or larger than

0.5∆q in a 4×4 coefficient group play.

▪Input 3: DC indicator

▪The DC coefficient has a lower possibility to be

changed by RDOQ since it represents low

frequency information of the current transform

block.

▪It is found also useful to consider whether a

coefficient is at DC location or not as an additional

feature.

Selection of Inputs

▪Experiment condition

▪Test software: HEVC reference software HM 16.15 [3] with RDOQ tool disabled.

▪Test sequences: totally 20 sequences from the JVET common test conditions [4].

▪QP value 22, 27, 32, and 37 under RA-Main encoding configuration.

▪Anchor: The original HM 16.15 [3] with RDOQ tool turned off.

▪Performance measurement

▪BDBR and quantization time increment 𝑡𝑞𝑢𝑎𝑛𝑡 =
𝑇∗−𝑇𝑎𝑛𝑐ℎ𝑜𝑟

𝑇𝑎𝑛𝑐ℎ𝑜𝑟
× 100.

▪𝑇∗: quantization time of the method to be evaluated; 𝑇𝑎𝑛𝑐ℎ𝑜𝑟: quantization time of anchor.

The proposed DT-HDQ scheme is more meaningful for practical usage to achieve

approximately 60% of the RDOQ coding efficiency with only 30% of its additional

processing time complexity.

Experimental Results

Table 3: Performance comparison of RDOQ and the proposed method against Anchor

This paper proposed a decision tree-based HDQ scheme for video coding to improve

the coding efficiency of the conventional HDQ structure. The proposed quantization

scheme with DT-HDQ is reported to provide an average of 3.11% bit-rate saving in a

BDBR sense without complex RD cost estimation.
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𝑙𝐷𝑇−𝐻𝐷𝑄: the predicted 

quantized level by the 

proposed DT-HDQ model.

𝑙𝑆𝑄 =
𝑐

∆𝑞
+ 𝜃

𝑐: unquantized transform coefficient

Δ𝑞: quantization step size

𝜃 = 1/2: quantization round offset


