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A Novelty in Blahut-Arimoto Type Algorithms:
Optimal Control over Noisy Communication
Channels

Makan Zamanipour, Member, IEEE

Abstract—A probability-theoretic problem under information
constraints for the concept of optimal control over a noisy-
memoryless channel is considered. For our Observer-Controller
block, i.e., the lossy joint-source-channel-coding (JSCC) scheme,
after providing the relative mathematical expressions, we pro-
pose a Blahut-Arimoto-type algorithm — which is, to the best
of our knowledge, for the first time. The algorithm effi-
ciently finds the probability-mass-functions (PMFs) required for

min 01 1Y 81X, S) - 421 (Y; X|X, S). This prob-
P(i),ic{Y,S,X,S,X}
lem is an NP-hard and non-convex multi-objective optimisation

(MOO) one, were the objective functions are respectively the dis-
tortion function dim (Null([ (S;S)) — oo and the memoryless-

channel capacity dim(Null(I X; X )) — 0. Our novel algorithm

applies an Alternating optimisation method. Subsequently, a
robust version of the algorithm is discussed with regard to
the perturbed PMFs — parameter uncertainties in general.
The aforementioned robustness is actualised by exploiting the
simultaneous-perturbation-stochastic-approximation (SPSA). The
principles of detectability-and-stabilisability as well as synchro-
nisability are explored, in addition to providing the simulations -
by which the efficiency of our work is shown. We also calculate
the total complexity of our proposed algorithms respectively as

0(7«/\40 (% log 7<)) and O(T?(MO(‘I( log K + o.337<)). Our

methodology is generic which can be applied to other fields of
studies which are optimisation-driven.

Index Terms—Alternating optimisation, Branch-and-Bound,
control-theory, detectability-and-stabilisability, distortion function,
information-theory, joint-source-channel-coding, multi-objective
optimisation, rate-distortion-theory, synchronisability.

I. INTRODUCTION
A. Overview

Ontrol-theory with an integration of information theory
has received brilliant attention in the recent decade.
There arises a totally important question, in this context, how
to optimally control the system over a noisy communication
channel with feedback [1], [2], [3], [4], [5], [6], [7], [8]. Un-
doubtedly, the principle of distortion-function as the criterion
of estimation-error' plays an entirely central role.
In the pioneer work [1], [2], [3], the optimal control
problem over noisy-memoryless communication channels was

Copyright (c¢) 2015 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions @ieee.org.
Makan Zamanipour is with Lahijan University, Shaghayegh Street, Po. Box
1616, Lahijan, 44131, Iran, makan.zamanipour.2015@ieee.org.

Reconstruction-error.

explored. In other words, information-theoretic point-of-view
in control theory was introduced for the first time in the
aforementioned work.

In relation to the information-constraint based issues in con-
trol theory, [4], [5], [6], [7], [8] are brilliant. Some probability-
theoretic procedures as well as information-theoretic ones
were applied in [4], [5]. In [6], invariance properties of non-
linear stochasticities for dynamical systems were taken into
account with regard to information constraints. In [7], the
problem of optimal zero-delay coding as well as the estimation
of a stochastic dynamical system over a memoryless noisy
communication-channel were explored. A lower-bound on the
smallest channel capacity was obtained with an arbitrarily and
small reconstruction-error®. In [8], a generalisation of Bode’s
integral formula was derived for a large range of nonlinear
systems.

In particular, the part of the joint-source-channel-coding
(JSCC) has given a huge amount of attention in the literature
[9], [10], [11], [12]. It is totally obvious that the channel called
memory-less due to the feedback, or generally speaking, dis-
crete memory-less (DM). In [9], over a Gaussian interference
channel, a zero-delay JSCC framework was explored for the
transmission of correlated-Gaussian-sources. In [10], the opti-
mal second-order rates in a novel JSCC scheme was achieved
for a general discrete memoryless (DM) channel, while the
source was an Ergodic and irreducible Markov-process. Over
DM channels in [11], the transmission of DM sources us-
ing variable-length lossy source-channel codes was carefully
investigated with feedback. The optimum-error-exponent was
theoretically derived. Over an arbitrary additive channel in
[12], the transmission of an arbitrary memoryless source for
a JSCC problem was informationtheoretically explored at a
infinite-blocklength regime. In the research papers expressed
above, the existence and definition of an optimisation problem
for a JSCC scheme defining the relative optimisation variables
undeniably lack.

In order to design the system model from a mathematical-
physical point-of-view, a multi-objective optimisation (MOO)
problem is commonly determined. In an MOO [13], [14], [15],
[16], the objective function is a vector set containing some
metrics. The Augmented Lagrangian methods [14], [15], [16]
such as alternating-direction-method-of-multipliers (ADMM)
[14] as well as the Branch-and-Bound (BB) one [15], [16] may

2L ow-distortion regime.
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be the totally applicable candidates for providing a globally
acceptable solution to the MOO problems.

Why BB? In order to provide an entirely appropriate
response to this question we can start with the following phrase
"why not BB?" [17], [18], [19]:

« BB, with the given tolerance, is able to solve all test
problems in order to find their approximate global optimal
solutions with a totally acceptable amount of complexity
among all the algorithms defined for N P—hard problems;

« BB saves either the storage space, or the computational
time;

« BB, as a class of deterministic global optimisation algo-
rithm, is a powerful global optimisation tool for N P—hard
problems;

« In BB, the number of linear constraints in all solved
linear programming problems fully remain as minimum
as possible;

« In BB, the searching space moderately condenses which
consequently results in efficiently finding the global op-
timisation;

« In BB, it is not tightly necessary for each affine function
in the objective function to be positive; and

« In BB, instead of the decision variable space, the branch-
ing process totally occurs in the outer space of the affine
functions.

Meanwhile, it is interesting to note that other algorithms
have also some limitations [17], [18], [19] which are given in
the following which can convince us to strongly use BB:

o A Greedy Search Algorithm never reverses it thus has
only one shot to perform. Meanwhile, it sometimes fails
to calculate the global optimum. Pen-ultimately, it may
be able to create the unique worst possible solution.
Finally, the correctness of the solution is more-or-less
questionable.

o Dynamic Programming has no general formation in real-
ity. In addition, several problems entail totally different
methods. Finally, it requires an infinite amount of memory
due to the fact that it partitions the main problem into
innumerable sub-problems.

o A Genetic Algorithm is too heuristic which can be a
bottleneck in practice. Although it always finds the best
solution, by the way it is not always able to present
the exact one. Pen-ultimately, it is hard to represent the
operators for this type of algorithms. Finally, it is totally
time-consuming.

« A Simulated Annealing algorithm is absolutely time-
consuming oriented as well as the fact that its precision
is not significantly acceptable.

After understanding the fact that BB can be a good can-
didate for the MOO problems, our discussions continues as
follows. The optimisation problem however may not be convex
over the set of the variable-vector [20], [21]. However, we
can principally apply a class of methods traditionally named
as the Alternating minimisation ones’. In the aforementioned
methods, only a single block of variables are supposed to be

3See e.g. coordinate-decent.

updated per iteration while the remaining ones are kept fully-
fixed.

In practice, moreover, there needs to be a relaxation mech-
anism according to which one can tackle the parameter un-
certainties. The exact estimation of the objective function is
indeed impossible in reality due to parameter uncertainties.
Simultaneous perturbation stochastic approximation (SPSA)
[22] is a pseudo-gradient descent stochastic optimisation al-
gorithm* which is of a purely useful nature for the cases in
which the objective function® and its gradients are unknown®.
Specifically, SPSA is totally important when the function is not
differentiable at the optimising point. SPSA works as follows:
(@) In this method, first the error is applied with regard to
the fact that in successive iterations, the current solution is
simultaneously perturbed by random offsets; and (ii) it starts
with a random solution, subsequently, moving towards the
optimum value’. The literature has proven the excellence of
SPSA compared with other algorithms e.g. genetic ones in
terms of the convergence-speed and accuracy [22].

In relation to the entirely central principle of stabilisation
over control networked systems, innumerable research papers
were presented to both Academia and Industry [23], [24], [25],
[26], [27], [28], [29], [30]. The problem of the output feedback
stabilisation was considered in [23] in the presence of channel-
input imperfectness — packet dropout as well as quantisation
error — for discrete-time networked control systems. The
problems of attacks and how to stabilise the relative control
networked system against the attacks were explored in [24]. In
[25], the stabilisation issue was taken into consideration while
the mission was to transmit the feedback information over
external erasure channels as well as the signaling ones. In [26],
two scalar plants across a Gaussian multiple access channel
was stabilised. The states of both plants were separately
encoded while subsequently being transmitted over a common
channel to a joint decoder — i.e., a controller. The problem
of controlling an unstable linear-plant was considered in [27]
over an additive-white-Gaussian-noise channel with Gaussian
disturbances. While the signaling rate of communication could
be totally different from the sampling rate of the underlying
plant, the average transmit-power was constrained. The authors
in [27] proved the achievability of the rate required to capture
the dynamics of the plant. The stabilisation of noiseless
nonlinear dynamic systems was considered in [28] over limited
capacity communication channels. The authors in [28] showed
the relevance of the stability with the positive equilibrium
Lyapunov exponents of the dynamic system — the magnitude
of the unstable eigenvalues of system Jacobian — in addition
to the Shannon channel capacity. The problem of control and
modelling of discrete-time stochastic systems was taken into
account in [29], [30] in the presence of packet dropouts. In
the research papers expressed above, the information theoretic
standpoint inevitably lacks.

4Totally independent from the dimensions of the search-parameter space.

SCall loss-function.

SWhich is a fundamental beneficiary compared to traditional gradient decent
algorithms.

71t achieves the optimal value via the local optima of the objective function
successfully moving towards the global optimum.
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Fig. 1: Structure of t
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(a) General model of optimal control with feedback [1], [2], [3], [4], [5],
(61, [71, [8].

S Encoder X DM Cllannel )? Decoder S
£ P(XIX) g()

(b) General model of JSCC [9], [10], [11], [12].

Fig. 2: System model. .

B. Motivations and contributions

After carefully reviewing the literature, it seems that the
definition of an optimisation problem for a JSCC scheme
defining the relative optimisation variables still lacks. This
is also in parallel with a lack of an information theoretic
standpoint in optimal-control-theory. It is thus revealed that
more acceptable versions of novelty and optimality as well
as closed-form solutions are still required. These open trends
motivate us to propose a new scheme relating to which our
contribution is given in the following:

« (7) First, we define a JSCC scheme investigating its phys-
ical point-of-view, subsequently, we provide the mathe- .
matical expressions relating to this in the context of an
optimisation problem. This type of optimisation problem, .
to the best of our knowledge is for the first time for a
JSCC in-depth — for which the dual Lagrange is also
derived.

« (ii) We technically propose a novel and efficient algorithm
which conveniently finds the probability-mass-functions
(PMFs) for lossy JSCC problems. To the best of our
knowledge, this work, i.e., Blahut-Arimoto type algorithm
has not been proposed in the literature for a JSCC
scheme. Only [31] applied a Blahut-Arimoto algorithm

he paper.

only in-practice without the theoretical background and
the mathematical-physical implication of the problem,
only from an analog-design viewpoint for JSCC schemes.
In other words, the aforementioned work exploited the
Blahut-Arimoto algorithm only-and-only for a practical
design in relation to which the reader does not exactly
know what the PMFs are. In our proposed algorithm, we
apply BB method in order to deal with the MOO driven
cost-function of JSCC. Our first proposed algorithm (Al-
gorithm 1), indeed, finds the global optimum of the totally
different objective-functions.

(iii) Additionally, in order to tackle parameter uncertain-
ties — e.g. outdated channel state information, channel-
correlation etc — we also consider a perturbed version of
PMFs in a SPSA based manner as Algorithm 2.

(iv) Even for the case of side-information non-casually
available at both transmit-and-receive sides, the problem
is explored — and the required theoretical-mathematical
expressions are derived.

(v) Furthermore, we examine the stabilisability (control-
lability) for our framework according to the information-
theoretic principle of Data Processing Inequality. Specifi-
cally, a game-theoretical point-of-view is derived to prove
the principle of detectability-and-stabilisability in relation
to the case of parameter uncertainties — that is, relating
to Algorithm 2.

(vi) Meanwhile, we explore the synchronisability of our
proposed algorithms. And

(vii) Finally, we evaluate the efficiency of our proposed
algorithms by simulation results in addition to other rela-
tive topics such as complexity. We interestingly evaluate
detectability-and-stabilisability for the case of correlated
source-and-channel codebooks with the aid of the slope of
the minimum square error (MSE) curve. We additionally
add a comparison between our BB based procedure and
a Greedy algorithm. We do this in order to convince the
reader about the efficiency of our proposed BB based
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framework compared to other possible algorithms.

We additionally re-emphasis that our procedure and pro-
posed algorithm are generic which can be applied to other
optimisation problems as well as the information-theoretic
ones.®.

C. General notation & preliminaries

Notations used throughout the paper are given in Table I.
Z(-;0) is the partition-function or Boltzmann (Gibbs) distri-
bution.

TABLE I: List of notations.

Notation | Definition Notation | Definition
S Source-symbol-set ()* Optimum
X Channel-symbol-set | Pr(-) Probability
Y Original Output \ Set-minus
S Reconstructed S v=>0 Learning-rate
X Reconstructed X \% Gradient
R+1 No. Branches dist(-,-) | Distortion
Null(-) | Null dim(-) Dimension
|+ Absolute-value A Uncertainty
Dy {*|I}] Kullback-Leibler | exp(x) | X%
I(;) Mutual-Information | H(-) Entropy
max Maximum min Minimum
L-] Floor = Defined by
P(A) Marginal PMF P(A, B)| Joint PMF
P(A|B)| Conditional PMF log(+) Logarithm

ASSUMPTION 1. Anytime-CAPACITY ([1], [2], [3], [4])
Throughout the paper, when we use the channel-capacity,
we refer to the principle of anytime-capacity. The anytime-
capacity of a channel is the least upper-bound of a given rate
R according to which the channel can be used to construct a
communication system. It must achieve a total stability over
the time-horizon including the steady-state (relating to the
Shannon-capacity).

ASSUMPTION 2. NON-LINEARITY VS. LINEARITY ([1],
[2], [3], [4]) Generally speaking, both the Observer and the
Controller can be linear or non-linear.

ASSUMPTION 3. In this paper, we do not talk about the
feedback part since we consider the channel as a DM one.

REMARK 1. CHANNEL-CORRELATION’ & CORRELA-
TION AMONG THE CHANNEL/SOURCE-CODEBOOKS [32],
[33], [34], [35]. (i) About the channel-correlation e.g. in
multi-input multi-output control-networked-systems, we em-
phatically express that, generally speaking, this clearly mo-
mentous issue is considered in the context of parameter-
uncertainties — for which the second algorithm is proposed. In
other words, for the case of channel-correlation, a Z—channel
as a binary asymmetric channel is widely used [32] for which
the sources and the received vectors are classified into two
groups. Consequently, it is required to find two classes of
PMFs over which the effect of the correlation appears. That is

8In information-theory and control-theory as well as computer science and
applied science.
9Syndrome of the Channel.

why we can only-and-only consider this case from a general
point-of-view since we have nothing to do with this type of
correlation coefficients since they cannot be our optimisation
variables. (ii) In connection with the second issue, that is,
correlation among the channel/source-codebooks [33], [34],
[35], we should express that this issue may be able to have
a positive knock-on effect on the performance — since it is
called side-information. We go over this issue: we provide
Propositions 3 and we investigate it in the section of numerical
results.

D. Organisation

The rest of the paper is organised as follows. Problem
formulation including the system set-up is given in Section II.
Additionally, main results and our two proposed algorithms are
discussed in Section III. Pen-ultimately, the evaluation of the
framework by computer simulations are discussed in Section
IV. Finally, Conclusions are listed in the last section as well as
the fact that proofs are addressed in appendices. The structure
of the paper is also give in Fig. 1.

II. SYSTEM MODEL

A JSCC scheme is depicted in Fig. 2 (subfigure b) with a
complete unavailability of side-information'’ — of course we
consider the availability of side-information in the next parts.
In this figure, S, X, S and X are respectively the source-
symbol-set and the channel-symbol one and their reconstructed
versions. Additionally, let M/ also be the original output of the
system model. The main aim in a JSCC is, as discussed e.g.
in [36], Pr {dist(S',S) > t/tl} < ¢ where the pair (1,¥»)
is identified w.r.t. the given source-error-coding and channel-
error-coding ¢ and y»,. Thus, the pair (f,g) is a (Y1,¥2)
JSCC as well.

OBSERVER-CONTROLLER. Note that, the source-channel
separation-theorem, indeed, allows us the following realisa-
tion. The Observer, that is, the total block of the encoder
is spitted into two pieces: (i) a source encoder by which
the source are encoded into bits; and (i) a channel-encoder
by which the aforementioned bits are converted into channel
symbols.

III. MAIN RESULTS

A. Optimisation  problem in  order to  guarantee

dim(Null (T(85) ) = o and dim(Null (T(X; X)) = 0
OBJECTIVE. The main problem is about an optimisa-

tion over the distortion function dim(Null (I (S;S)) —

oo, that is, max I (S;SIX) and the channel capacity

10Relevant (but not necessarily perfect) information. One of the logical
examples may be in relation to a Buyer who decides to purchase a used-
good such as a car. Her success-rate will be fundamentally improved if she
has knowledge about some relevant information over the aforementioned car.
More specifically, she will purchase a better car with a higher quality if she is
knowledgeable of e.g. its previous driver, whether he used to be an accident-
maker teenager or an expert driver.
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Algorithm 1 Our proposed algorithm.

INITIALISATION: < 0, x\{). « 0, Vn € {1,
while 1 < 1,4 do
while [x{) — x{; 1)| > 9 do

Compute xn

Phase 2: xﬁf) — x( ) = argmin Tm(x(t)) Vr e {0,-

for m € {1, Mo} do
for n e { -, Ny} do
if n e {{1,---
Phase 1:
for i € {1,
for r € {0
elseif n € {1,2} do
min a; +ap s.t. 1;2.
endif
endfor
endfor
endfor
endfor
endwhile
Update: x); « x(t).
t—t+1
endwhile
OUTPUT: xj;

end

-, No}, Vr e {0, ---

No}

,REL M« 1, ex 1.

s Nott\ {1,2} do

i#ndo

72} do

- by simultaneously:

(i) solving rr}m Tm(xﬁf),,xgr)); and
xn r

(i) fixing x(t) =1+er.
-, R}

dim(Nuzz(I(X;X)) = 0, that is, max T(Y;X). We aim
to find the optimum values for the PMFs according to which
the aforementioned explications are realised. Towards this end,
we need a Blahut-Arimoto type algorithm'!' which is the one
that can find the optimum quantities for the PMFs.

Let us define a minimisation over the objective function

$11(S;SIX) - ¢TI (X;X|S) - in which the first

RO T
ISV~ T SIXS)  I(X:W)-a IR |X.S)
term is in relation to the source-coding part and the second
term is in connection with the channel-coding part. Towards
this end, the following PMFs are provisionally supposed to be
defined as: (i) P(SIS. X), P(XIX,S); (ii) P(S), P(X); (iid)
P(S1S), PSIX), PXIX), PXIS); (iv) PWYIX), PYIS);
as well as (v) P(X). These PMFs are supposed to be defined
with regard to P(A|B) = ¢ P(AIC)P(C|B) or P(A|B) =
Ziggrexp (=D (P(CIAP(CIB))) for the given A, B
and C while the Z(-;0) operand is the partition-function
according to the Boltzmann (Gibbs) distribution with the aid
of the auxiliary value 6.

Now, having £ : P(SIS,X), P(XIX,S), P(S), PWX),
P(SIS), P(SIX), PXIX), PXIS), PWYIS), PWIX),

Hgee e.g. [37], [38] to understand what it is.

P(X), let us define the problem #; as in Eq. (1)

0 I(S:SIX) - I (X:XIS)

S——— S—————
IS0 TV:81X.S) TX:W) - TW:x1x,s) (1)
+a1 + @y,

#) : min
P

or

max 617 (Y;8I1X,S) — ¢ (Y; XX, S) + a1 + an,

subjected to
(i) A )
L IP(SIS, X) - P(S)II < ay,
2. IP(XIX,S) - P(X)| < an;

as well as (ii)

3.PS) = Y PSPSIS X),
S

which can be found with the aid of the 1—st constraint

4.P(X) = ZP(X)P(P?IX,S),
X

which can be found with the aid of the 2—nd constraint in
addition to the fact that we have to define P (X) — which is
given in the following as the 11-th constraint; as well as (iii)

P(S)

5.PSIS) = 750

exp {~0.Du {PWYISIIPWYIS)}],
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Algorithm 2 Our proposed algorithm with SPSA.

INITIALISATION: < 0, x\{). « 0, Vn € {1,

while ¢ < t,,4, do
@) _

-, No}, Vr e {0, ---

,REL M« 1, ex 1.

while [x}[), —x 70| > 91 VF (a0 £ vi0 %0 — £
— (t)I (t)l - A(t) {Tm(x(t) (t) |x(t) A(t) - Tm(x(t) %(ltllx(t) A(t) |)}
SPSA
- The same as Algorithm 1 ---
endwhile
Update: x* « x').
t—1t+1
endwhile
OUTPUT: xj;
end
or while the first definition is selected in this paper since it entails
A P( 3) A less auxiliary variables, i.e., with the aid of Y/; as well as (iv)
5.P(SIS) = =—=——exp{—01 Dy (P XISIPXIS); i, R A
Z(son P 10D | f 9. PWIS) = Y PIYISHPSIS),
or S
. PS) o N or . .
5. PSIS) = =555 4P {~01Du {PXISIPXIS)], 9. PWIS) = X PWIX)PXIS),
S

— with the aid of Y since X or X would be of a partially
useless nature for which some extra auxiliary variables should
be defined —

A PS) .
6. P(SIX) = =g exp {~0.00 {PWYIDIIPWI1X)}],
or
A PS) 5
6. PSIX) = 3= exp {~0.00 {P(SIDIIP(SIX)}],
or
R P(S) 5 A N
6. PSIX) = = ean {=0:Du {PEISIPERIN} ],

while the first definition is selected in this paper since it entails
less auxiliary variables, i.e., with the aid of Y,

. P(X) .
T.PRIX) = s exp {~0:00 (P 1 DNIP Y100},
or

N P(X) - 5
7. P@&IX) = Z oS exp (=D (PSIX)IPSIX)}],

while the first definition is selected in this paper since it entails
less auxiliary variables, i.e., with the aid of Y,

. P(X) .
B.PQXIS) = =g enp {~04Du {P W 1DNIP WY 1S)}],
or
. P(X) .
8. P@XIS) = = mexp {0 Du {PRIDIPXIS) |
or
" P(X) Ao A
8. PXIS) = Z s exp (=0 Du {PSIDIPSIO .

between which there seems to be no preference

10. PWIX) = 3 PWISHPSIX),
S

or

10. P(YIX) = Z PYIX)P(XIX),
X

between which there seems to be no preference; as well as (v)

1LPX) = > PRPXIR).
R
As totally obvious, we need to additionally define the
following

12. Zp(z’) =1LielY,8.X 8 X)

which states that the sum of PMFs over all their relative values
in the relating sample space is equal to 1. Meanwhile, ¢; and
¢> are Lagrange-multipliers. The constraints 1 and 2 are also
interpreted by defining the slack variables a;¢(1,2} according to
the theory of concentration-of-measure being upper-bounded
to f(e™).

REMARK 2. The PMFs defined above being in cooperation
with each other is strongly illustrated in Fig. 3. As a case in
point, it is totally obvious that in order to define SD(S'IX), we
need to know P(Y|S) - relating to the 6st constraint.

PROPOSITION 1: The physical point-of-view of the JSCC
illustrated in Fig. 2 can be theoretically analysed by the
problem Py as in Eq. (1). =

PROOF: See Appendix A for the proof. m

LEMMA 1: Problem P, has a dual-Lagrange with the
duality-gap of zero. The dual problem is indeed obtained
by finding the infimum of all the primal variables in the
Lagrangian function. ®



IEEE, VOL. XX, NO. XX, X 2019

L=0T(Y;8IS,X) - T (Y: XIS, X) + a1 + ar

+B1 {IIP (SIS, X) = P(S)l| - a1 < 0} + 2 {[IP(XIX, S) - P(X)]| - a2 < 0}

+Bs {P@?) - D POPSIS, X)} + By {P(»b -, ¢><x>@<x|x,3)}
N X

+s {P(SIS) - %
+PBo {P(SVO - %
+B7 {P(Xm - %
+Bs {P(X|S) - %

exp {020 PSP |X)}}}

exp (6,0 [PWISIPWY IS)}}}

2

exp{~0:D {P(m»%)nmym}}}

exp {~0.Dp {mwmumw&}}}

+Bo {P(y NEDW I |S>P<S|S>} + Buo {P(y POEDY mwsw(sm}
N S

+B11 [P(X) -3 P(X)P(le()} + Bi2 {Z Pa) - Li e (V. S.X, S,X}} .
X i

P(S)
P(X) PX)
P |X) P(SIS)
P XX, S)
PWIS) ﬁ\ P (SI1X)
P (SIS, X) X P(XIX)
PXIS)

Fig. 3: The PMFs being in cooperation with each other.

PROOF: See e.g. [37], [38] for the proof. m

PROPOSITION 2: Eq. (2) is the dual-problem for Eq.
(1) where Breqi,...,12) are Lagrange-multipliers. For Eq. (2),
P* . P*(SIS, X), PHRIX,S), P*(S), P*(X), P*(SIS),

PHSIX), PHXIX), PHXIS), PHYIS), PHYIX),
P*(X) are obtained by applying ﬁ = 0 as well as
L _0 m o

op ~

PROOF: See Appendix B for the proof. m
PROPOSITION 3: In the case of having a side-information
at both sides for both source-coding and channel-coding

[33], we have 1 I(S;SIX,U) - ¢TI (X; XIS, U)
— S—
(S0 I(Y:SIX,S,U)  T(X:Y) -9 I (Y:X|X,S,U)
for w]zich the 1—st ClIld the 2—nd constraints are changed to
[P (SIX, S, U)-P (Sl < a3 and [|P(XIX, S, U)-P(X)]| <
ay. In addition, we also have the two extra constraints as fol-

lows PSIU) = Frsexp {-0sDu {PYISIIPWIU)})
and P(X|U) =

Zrragexp {=0sDu (P 1XNP Y1)}
— for the source-coding part — as well as another one as
PXIU) = Foardsexp(-0: D (P Y XONP YU — for

the channel-coding part — which entail to define three new
and consequent extra Lagrange-multipliers 13, B14 and Bis,
respectively. m

PROOF: See e.g. [33] for more investigation on the effect
of the side-information. m

CHALLENGE. On the other hand, the problem #; is non-
convex and NP-hard. It is, more specifically, not jointly
convex in all the PMF sets, however, it is separately convex
in only one of them.

B. Blahut-Arimoto type Algorithm 1

Problem #; is a MOO one from an optimisation-based
perspective which is, generally speaking, expressed as %,

given as  min Fi(x1,-0c,xn), 00, Fn(xn, 0, x0), Vo=
X155 Xn

L---,No,¥m = 1,---, Mp. BB as a branch of Augment-
Lagrangian methods'” can solve this problem.

Overall, in Algorithm 1, each iteration is divided into Nj.
Subsequently, each of the aforementioned time-slots is divided
into R + 1 branches according to the BB method (Phase 1).
After bounding the R + 1 optimal solutions in parallel of each
other (Phase 2), the final result is achieved.

In particular, in this algorithm, Ay stands for the number of
Br as the number of the optimisation variables, where My
is 2 since there seems to be only two mutual-information
functions as the objective functions. The if operand invokes the
optimisation problem for those constraints that are supposed to
be considered w.r.t. BB, prior of which the constraints 1 and 2
in terms of e.g. a bi-level (inner) sub-problem are considered.
In relation to BB, in the first phase (Phase 1) the operation of
branching is done, subsequently, in the next phase (Phase 2)

12See also Douglas-Rachford splitting: Applying Douglas-Rachford split-
ting method to the primal problem is equivalent to applying ADMM to the
dual one with step-size equal to 1.
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Fig. 4: Algorithm 1 versus Algorithm 2 while changing the
amount of uncertainties, i.e., A.

the bounding is fulfilled. More specifically, in the first phase,
only one optimisation variable is going to be optimally found
while fixing the other ones. In the r—th branch, in fact, we
assign the value of 1 + er in which the quantities of 1 and
€ are respectively arbitrary and very-small. Furthermore, x,
stands for the PMFs. Finally, it should be noted that the first
while-loop is in relation to the iterations where the second one
is in relation to the convergence.

C. How to deal with parameter uncertainties: Blahut-Arimoto
type Algorithm 2

Meanwhile, there arises a clearly momentous question what
if the PMFs are perturbed, or generally speaking, we have
parameter uncertainty relating to them, ie., £ + A holds.
Algorithm 2 can solve the above-mentioned issue apply-
ing SPSA. The quantity of A, i.e, ngi)r - J?ff)rl is widely
taken into consideration as a Bernoulli distributed random
variable. Indeed, the learning rate plays a vital role in the

sense that the error quantity V%, (x\1) + yhlx() — 20)]) =

For (2 oy [ D _o(0) § e (0 0 |0 ea) ) .
m\tAn r yn,r n,r (:!),V — mA“;’L,Ir yn,r n,r n,r COllld be min-
n,r

2y X =%,
imised as less as possible. The term of ny,f)r|x£f,)r - 2;’;

indicates the difference'® between the upper-bound and the
lower-bound of the simultaneous perturbations over which the
error quantity defined above is the sum of observations taken.
In order to understand SPSA and for more justification over
this see e.g. [22].

D. Stabilisability (controllability): See e.g. [23], [24], [25],
[26], [27], [28], [29], [30]

THEOREM 1 In relation to the case of having no parameter
uncertainty, our JSCC is stabilisable. ®

PROOF: See Appendix C for the proof. m

THEOREM 2 In relation to the case of having parameter
uncertainty, our JSCC is stabilisable. ®

PROOF: See Appendix D for the proof. m
E. Synchronisability

THEOREM 3. Synchronisation of our JSCC scheme is
exponentially achievable. ®

B Also called velocity.

1 = 1

— % — w-SPSA,A=0 4

1.0000 — — —Ww.0-SPSA,A=0 . s
= . —4&— w-SPSA,A=0.3 Va

0.9995

0.999% — % — w-SPSA, A=0

— — —Ww.0-SPSA,A=0
—A— W-SPSA,A=0.3
W.0-SPSA,A=0.3

1.0000
0.9985

Accuracy
Accuracy

0.9999

0.998

0.9975 0.9999
E

0.9999
300

0.997
100 200 300 400

Iterations 320 340 360 380 400

Iterations

(a) Iterations from 100 to 400. (b) Iterations from 300 to 400.

Fig. 5: Algorithm 1 versus Algorithm 2: Accuracy vs. itera-
tions while changing the amount of uncertainties, i.e., A.

PROOF: See Appendix E for the proof. =
IV. NUMERICAL RESULTS

We in this part, show some comparisons. We tested our
simulations through CPLEX and C++ on a system with a
RAM 8 G with the Processor of speed 2.4 GHz on Ubuntu
16.04. Some parameters are assumed as follows: A € [0, 1]
and the data sets are Bernoulli distributed.

REMARK 3. Straightforwardly speaking, as there seems to
be no work in the literature in relation to a Blahut-Arimoto
type algorithm for JSCC, we thus do not have anything to
compare with our proposed ones.

In Fig. 4, I(y;S‘) is depicted versus the I(X;S) regime
in the subfigure (a). Moreover, 7 (Y ;X ) is illustrated against
the 7 (X ;)? ) regime in the subfigure (b). According to the
aforementioned sub-figures, it is revealed that our proposed
Algorithm 2, which is an extended version of Algorithm 1
adding SPSA, is extremely robust for the high amount of
perturbation.

In Fig. 5, the accuracy of our proposed algorithm is also ob-

, . |P*-P
vious. For this figure, we calculate the accuracy as 1 —=5=.
As also obvious in the subfigure (b), Algorithm 1 fails for
the high range of parameter uncertainty; something that is
compensated by adding SPSA in Algorithm 2.

In Fig. 6, 1 minus the accuracy — shown in Fig. 5 — that
is, the minimum square error (MSE) is illustrated versus the
iteration regime. Simply, our first proposed algorithm is used
while A = 0. As obvious, the performance, as discussed
in Remark 1, with correlated source/channel-codebooks is
considerably more adequate. Meanwhile, after taking a careful
look at the two curves, it is revealed that the slope of the
curve in relation to the with-correlation case — depicted as
w-correlation — is 2 times higher than that of the other one,
that is, without-correlation — shown as w.o-correlation. The
aforementioned slopes are calculated as 1e —09 in comparison
with 0.5¢ — 09. This less slope for the without-correlation
case proves that detectability-and-stabilisability needs to be
more taken into account for it — as Data Processing Inequality
theoretically imposes.

Let us here make an essential comparison between the
MSE values achieved from the BB based Algorithm 1 with
the following Greedy one. Simply, while A = 0, we do this
comparison in Fig. 7. The goal of this comparison is to see
if our BB based procedure is efficient compared with other
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possible methods. The response, as absolutely inevitable from
Fig. 7, is an emphatically affirmative one, specifically for the
higher iteration regime. In this figure, MSE; and M SE3 stand
for the MSE values obtained from respectively Algorithml
and Algorithm 3 — Greedy one. In addition, the BB based
Algorithm 2 — with-SPSA — is also compared to Algorithm
3 in the second sub-figure while A = 0.4.

COMPLEXITY: The complexity of Algorithm 2 is cal-
culated as follows. In each iteration 7, we experience the
computational complexity of O(?(Mo) for the search pro-
cesses where K = 1M (Ry + 1) Ny. Furthermore, we have the
complexity of 0(7( log K ) in order to update the variables,

in addition to 0(0.337() relating to the SPSA part in the
algorithm. Therefore, the total complexity we experience is

O(‘T?(Mo (7( log K + 0.337(>). Take into account that the

complexity of Algorithm 1 is O ‘7'7(/\/(0(7( 10g7() since

there seems to be no SPSA part. Meanwhile, the complex-
ity for the Greedy algorithm — that is Algorithm 3 — is

0(7'7(/\/10(7( log 7()2).

Algorithm 3 A Greedy algorithm to find P.

INITIALISATION: Lagrange multipliers ¢,,Vv € {1,2}

are arbitrary; Iteration No. % is arbitrary, Ground Set

E o« {0,1,2,--~,§ — 1}, Feasible Set Q « 0, and
f(Q) =1 I(Y;81X,S) - g2 (Y XX, S) + a1 + an.
while |f(Q)] < finax do
Quew — pMaX fQU{PH-f(Q), s.t. 1-12
€ =

Qe QU Q)
endwhile
OUTPUT: Q
end

V. CONCLUSION

A novel optimisation problem was defined for a lossy
JSCC framework in this paper. An efficient algorithm was
consequently proposed aimed at finding the PMFs. Espe-
cially, our proposed BB based algorithm globally optimised
an MOO based cost-function for JSCC. Additionally, a per-
turbed version of PMFs was taken into consideration in
terms of parameter uncertainties. According to this, another
algorithm was proposed adding SPSA. Novel mathematical
solutions such as in the case of channel-correlation as well as
detectability-and-stabilisability in addition to synchronisability
were provided. The efficiency of our proposed algorithms by
simulation results was characterised — as well as a validation
over our BB based procedure comparing to a possible Greedy
algorithm. Our procedure and proposed algorithms are generic
which can be applied to every optimisation problem. The

total complexity was calculated as O(T‘K Mo (‘K log K ))

and O(T‘K Mo (‘K log’ K + 0.33‘7()) respectively for our two

proposed algorithms.

x10°8

— — — w-correlation
w.o-correlation

MSE

05¢[ =~

6000 6001 6002 6003 600
Iterations

Fig. 6: MSE vs. iterations: with-correlation case compared to
the with-out one.

APPENDIX A
PROOF OF PROPOSITION 1

The proof can be conveniently guaranteed as follows. It is
required for us: (i) to maximise the channel capacity 7 (X; X)
in order to find £*(X) which is a concave function over it;
and (if) to minimise the distortion function 7 (S ;S’) in order
to find P*(S) which is a convex function over it.

Therefore, the proof is completed. m

APPENDIX B
PROOF OF PROPOSITION 1

Since all the constraints are linear as p — pg, all the
Breql,..-.12) are identified by 1.

Additional})y, Augmented Lagrangian function has an ex-
tra term as S||p — p0||§ where  is the penalty-parameter;
something that is ignored here for the sake of simplicity and
presentation aimed at preserving the space.

This completes the proof m

APPENDIX C
PROOF OF THEOREM 1

According to the information-theoretic principle of Data
Processing Inequality, the loss in stabilisability of the sys-
tem has a positive value. Data Processing Inequality indeed
indicates that the detectability of a system fully proves the
stabilisability, but not necessarily vice versa.

A system, even if initially unstable, is stabilisable in a
mean squared sense'* if and only if lim,_,oE{|Y(a)]?} <
92E{|X (a)|?}. a is the time instance, 92 is the attenuation of
the system — for which we have 9% € [0,1] — and E{-} stands
for the Expected-value operand. In order to guarantee the
detectability, consequently, the stabilisability (controllability)
of the system, we say that: the system is detectable-and-
stabilisable in the mean squared sense if and only if the
causality — existence — of the encoder-decoder pair (f,g)
or (Y1,¥2) — defined in Section II — is achievable, or cor-
respondingly: (i) when lima—eB{1X(a)]?} < cte as well as

14See e.g. [23], [24], [25], [26], [27], [28], [29], [30] to understand what
mean-squared stabilisable is.
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Fig. 7: MSE vs. iterations.

limg—ood (S(a);S’(a)lX(a)) < cte hold where cte stands
for a constant value, as the necessary condition; and (if)
max ¢$11(Y;8|X,S) — $:T(Y;X|X,S) is always feasible-
and-solvable — since the duality gap was proven to be equated
to zero in Lemma I — as the necessary condition.

This completes the proof. m

APPENDIX D
PROOF OF THEOREM 2

As discussed in Appendix C, for a system with X . o
nX,, the detectability-and-stabilisability relies deeply upon
the following: 0 < log|n| < Cuax Where 1 and Cy,4, stand
respectively for the transmission-rate as well as the maximum-
capacity of the system.

Let us use a game-theoretical point-of-view for the proof
as follows'>. Recall ¥ € [0, 1] defined in Appendix C and
define 1(A,A)) := 9 and consider two types of players as
A;, Vi € [0,1 — 1] — as the time-delay arose from the noisy
communication channel — and Aj;, ¥j € [0, J — 1] — standing
for the error A relating to parameter uncertainties. Over a
2-dimensional i—and—j axis, of course it is not impossible
to experience the optimal pair (A*;A*) as the saddle-point
in which the Nash-Equilibrium is satisfied which realises
|I*(A*, A*)|? in accordance with ¢, Vv € {1,2} — in relation
to 17 (Y;SIX,S) — oo T (Y XX, S).

COROLLARY 1: ¢, = 0, Vv € {1,2}, in relation to
¢1I(J/;S|/\’,S) — T (Y:X|X,S), is in accordance with the

I5please do not be confused with the principle of e—Nash Equilibria, or
a—stable [39].

case of an unstable, but detectable-and-stabilisable sysetm.
Furthermore, ¢, = oo, Vv € {1,2}, in relation to the
ascending function ¢]I(y;S|X,S) - gbzI(y;z\A’lX, S) over
¢y, Yv € {1,2} is in correspondence to the case of a fully
detectable-and-stabilisable system. ®

This completes the proof. =

APPENDIX E
PROOF OF THEOREM 3

DEFINITION 1. SYNCHRONISABILITY [40], [41], [42],
[43]: A function of the structure of e P% is called exponentially
synchronisable over the time-zone a € [0, +00).

According to the principle of joint-typicality-measure'®,
max ¢1I(y;$'|X, S)—¢»7(Y;X|X,S) has an error with the
following structure: e~*()¢ over the time-zone a € [0, +0).
So, it is exponentally synchronisable.

This completes the proof. m
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