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Oligopoly Dynamic Pricing

O N sellers.

O The marginal cost for selleris ;.

0 Without loss of generality, we assumg< ¢y < ... < cy.
0 Unknown demand modgl!") (p)} M .

[0 Sellers propose their prices simultaneously.

O The customer accepts the lowest priceith probability p(p).

Dynamic Pricing under Known Demand
Model

The colluding strategy o~ under known demand model:

[0 Seller1 forms the optimal collusion ok sellers to maximize its
own profit.

1
K = arg max Eff“("")(%ﬂ, c1)

O Sellers withe; < cg- 1 offer the collusive pricey ;.
O Sellers withe; > cx- 1 will not participate.

0 Any deviations will trigger a punishment that sellesfferscy — e
and seller # 1 offersc; forever.

Theorem 1.The colluding strategy .~ Is a subgame-perfecnd
Pareto-efficientNash equilibrium.

Properties of DLC

Theorem 2.

e DLC is a subgame-perfect Nash equilibrium.
e DLC is a Pareto-efficient Nash equilibrium.

e DLC achieves a bounded regret, i.e., under any demand mqgp

plw) {p(“’)}i‘i \» there exists a positive constatitsuch that

RpLc < C.

Implications of bounded regret

[0 The action profiles converges to the optimal action profiég/et
as under the known demand model.

supply of identical goods.

[0 The seller offers prices sequentially to a stream of paaéntis-

tomers.
O The marginal cost is.
O For thet-th customer, the seller chooses a price € [c, py).
O The seller experiences either success or failure.
[ The probability of success at pripaat any given time ig(p).

An Infinitely Repeated Game

Public and private history
O Sellers’ price offers are public.
O Each seller’s sale history is private.

Strategy of Seller:: A mappings from public information and

seller I's private information to a price offer at curremha.
Selleri’s one-shot payoffu;(p;)

O If a single seller offers the lowest price;:
o u;(p;) = (p; — ¢)p(pi)-
o u](p]) =0 \V/] # 1.

O If K sellers offer the same lowest prige

o ui(p) = (p — ¢i)p(p):

Selleri’s payoff for the infinitely repeated game:

t T—00

Demand Learning under Collusion

[0 The time horizon is partitioned intaxed length epochs

[0 Each epoch starts withdeclarationtime slot followed bycoop-
eration time slots.

T
0 (0) = lim in = ;1: ! (a ().

Epochl Epoch2 Epoch3

Declaration time slots Cooperation time slots

Demand Learning under Collusion
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Single Seller Dynamic Pricing

Unknown Demand Model with Finite Space Uncertainty
[ The unknown underlying demand modepi().
7 p(p) is unknown but belongs to a known finite et (p)

O p(p) is strictly decreasing and satisfies the increasing geimethl
failure rate (IGFR).

O Intuitively, IGFR means that given a seller can sell a prociic
pricep, the probability of sale ai + Ap is decreasing imp.

Profit
1 The expected profit:“)(p, ¢) = (p — ¢)p'“) (p).

1 The profit-maximizing price'“)(c) = arg MaX,cle ] r@(p, c).

Lemma 1.Suppose thap(p) is strictly decreasing and satisfies
IGFR. Thenp!“)(¢) is unique, and-“)(p, ¢) is continuous and
strictly increasing withp over|c, p“)(c)].

Equilibria and Efficiency

Equilibria
O Nash Equilibrium (NE)
—U;(o) > Uj(o},0_;) for every selleri, every demand model
o) and all strategies’.
0 Subgame perfect equilibrium

—NE may not be sequentially rational.

—For every subgame of the original game, the induced contifju-
ation strategy is a NE of the subgame.

Efficiency
O Pareto Efficiency:

—The payoff of any player cannot be increased without redyci
the payoff of at least one other player.

O Learning efficiency: Regret

—Regret is defined as the accumulated profit loss in the unkngwr
demand case as compared to the known demand case.

Demand Learning under Collusion

In the declaration slot of epocht:

O Seller1 carries out amnaximum likelihood estimate () of the
underlying demand model using its private history.

O Seller1 then offers the profit-maximizing colluding prigﬁé:’(t)).

O All other sellers offer the same price they offered in thepra-
tion slots in the previous epoch.

In each cooperation time slot of epocht

0 Selleri with ¢; < p@() offersp=(t),

O Not participate ifc; > p@(®).

Trigger strategy for punishing any deviations

O Any deviations in declaration slots from seller. .., N and any
deviations in cooperation time slots will trigger a evetilag pun-
Ishment.

O Punishment is that sellérofferscy — ¢ and selleri £ 1 offersc;
forever.

Conclusion

Oligopoly dynamic pricing
O Infinitely repeated game with private observations.

O Incomplete information: payoff determined by an unknown dg
mand model.

O The optimal collusion with a subset of sellers.

Demand Learning under Collusion (DCL):

0 Subgame perfect Nash equilibrium.
O Pareto Efficient.
O Efficient online learning with bounded regret.




