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Speaker adaptation in ASR

- Speaker adaptation = “Readjust model parameters to each speaker”
- Speaker-aware training = “Include speaker info in features; model learns to 

use it”
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Speaker-aware training in Attention-based ASR

Main conclusions:

1. Speaker-aware training outperforms an end-to-end SequenceSummary 
(speaker-aware-like) baseline

2. Neural speaker embeddings can be competitive in speaker-aware training
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Speaker embeddings - speaker verification

In speaker verification:

1. Neural embeddings generally outperform i-vectors
2. The large VoxCeleb datasets are available
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Related work recap
● Speaker-aware training of HMM-based models (including CTC), have been 

shown to work well,
○ No experiments with attention-based ASR

● Only few speaker adaptation methods proposed in attention-based ASR 
altogether

● Neural embeddings work well in speaker verification
○ No conclusive results in ASR yet
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Experimental setup
- TED-LIUM and WSJ
- BLSTM encoder, hybrid attention, LSTM decoder
- ESPnet implementation

- Including hybrid CTC/Attention model

- Two categories of speaker embeddings:
- “Fixed”
- “+VoxCeleb”

- … And three types:
- i-vector
- x-vector
- thin-Resnet
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“Fixed” setting speaker embeddings
- Trained on ASR data
- Optimized with heuristic: Best ARI
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“+VoxCeleb” setting speaker embeddings
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No CTC-hybrid
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Embedding post-processing - practical advice
- L2 normalization seems to be crucial
- Dimensionality reduction not useful with neural methods, but may help with 

i-vectors
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Embedding post-processing - practical advice
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Conclusions
- Use speaker-aware training as a baseline when developing end-to-end 

speaker adaptation methods.
- Neural speaker embeddings promising in speaker-aware training.


